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A RECOMMENDER SYSTEM BASED ON ONE-CLASS

' CLASSIFICATION
HE THONG TU VAN DUA TREN MO HINH PHAN LOP

Nhan Cach Dang?, Duong The Bui!
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Abstract: In the early days, outliers were considered anomalous, possibly erroneous
observations, which should be identified and removed from the analysis, when building the model.
However, analyzing such outliers might be useful in some case.

In this paper, we develop a recommender system to identify and explain ab-normal accesses to
our system, the Online Learning System — based on Moodle (OLS) and the online Educational
Management System (EMS). Our approach is proposed on the basic of one-class classification and
Support Vector Machine to process and classify raw text data. Our experiments demonstrate the utility
and accuracy of the system in dataset from the usage of our system.

Keywords: Recommender System; text mining; TF-IDF; vector space model; support vector
machine; One-Class SVM.

Classification number: 1.4

Tom tdt: Trudc kia, khi xay dwng md hinh, cac gia tri bar thuwong, khac biét véi nhirng da lidu
quan sat thi can dirge xdc dinh va logi bo khi phan tich. Tuy nhién, trong mét sé trweng hop, phan tich
nhiing khac biét nay mang lgi gi tr; hizu ich trong nhitng nam gan day. Trong bai bdo nay, ching t6i
phét trién hé thong t van canh bdo dé xdc dinh, giai thich cac truy cap bdt thuwong vao hé théng cua
ching t6i, Hé Thong Pdo Tao Tric Tuyén — duwa trén nén tang Moodle (OLS) va Hé Thong Qudn Ly
Pao tao (EMS). Cach ching tdi tiép cdn dwa trén md hinh phan Iép (One-Class Classification) va
May hoc hé tro vecto (Support Vector Machine, SVM) dé xir Iy va phan logi diF lieu. Cac thi nghiém
thé hién tinh hizu ich va tinh chinh xac cia hé thang trong tdp di liéu tir viéc sir dung hé théng cua
ching toi.

Tir Khoa: Hé thong tu van, khai phd van ban, TF-IDF, may hé tro vector, md hinh phan 16p,
One-Class SVM

Chi sé phan logi: 1.4

1. Introduction classification recently [3], applying it to
analyze log file of data usage from the
education management system on university
is also useful. Our experiments on our two
systems, Education Management System and
the Online Learning System, demonstrate the

Searching for anomalous observations
(called outliers) is as old as the data analysis
itself. There is no need to argue that data
models deduced from data contaminated with
gﬁg:ﬁﬁemg zlue(!g \ae;él p(l)\(/l)[)rleng% o:n(t)k;z utility and accuracy of the Recommender in
applications new a day are built on the basic these systems.
of finding outliers. The rest of the paper is organized as
follows. Section 2 introduces a background
and related work of this trend. Section 3
presents the Recommender system based on
one-class classification. Section 4 introduces
datasets for evaluating this Recommender.
Section 5 summarizes experiments and

Model and Support Vector Machine [1, 2] results, followed by the conclusion in Section
with One-Class classification (OSVM) to 6.

process and classify raw text data. Although 2. Background and Related Work
OSVM has been studied for problems of text 2.1. Vector Space Model

This paper presents a recommender
system for data analysis and decision support
making (DSS) that we need frequently to
judge whether the observed data items are
normal or abnormal. Our approach is
proposed on the basis of the Vector Space



29

TAP CHi KHOA HOC CONG NGHE GIAO THONG VAN TAI SO 27+28 — 05/2018

Vector space model or term vector
model [4] is an algebraic model for
representing text documents as vectors of
identifiers. The elements of this vector
expresses the relevance ranking of words or
some word frequency function as the
appearance or absence of each word in the

document.

TERM:1
DOC+= (TERM11, TERM 12, TERM412)

DOCz= (TERM=z1, TERMz2, TERMz3)

TERMa

DOCs= (TERM=1, TERMsz, TERMa3)
TERM:z

Fig.1. Presentation vector space model.

This model presents text documents as
points in n-dimensional Euclidean space.
Each unique term in the document collection
corresponds to a dimension in the space.
Documents are viewed as points in a
hyperspace whose axes are the terms used in
the document vectors. The location of a
document in the space is determined by the
degree to which the terms are presented in a
document. The similarity between two
documents is defined as the distance between
the points corresponding to them or the angle
of the vectors, as shown in Fig. 1.

The measure TF-IDF (Term Frequency -
Inverse Document Frequency) is often used
because of its effectiveness in the field of
text mining. This is a common method to
evaluate and rank the importance of a word
in a document. Details of this measure are
shown in the following sections.

2.2 TF-IDF measure

TF-IDF, the short term of frequency—
inverse document frequency, is a statistical
measure reflecting how important a word is
to a document in a collection or corpus [5].
Just like the name, TF-IDF is the product of
two statistics, Term Frequency (TF) and
Inverse Document Frequency (IDF).

TF (Term Frequency) — the number of

times the words appears in the Document. It
is measured which raw frequency divided by
the maximum raw frequency of any term in
the document:

tf (t,d) = f(t.d)

max{f(w,d):wed}

Where:

- f(t,d) is the frequency, that is ,the
number of times the word t appears in
the Document d,

- max {f(w,d):wed} is maximum raw
frequency of any term in the
document.

IDF (Inverse Document Frequency) is a
reciprocal of the number of Documents in
which the word occurs. The inverse
document frequency is a measure of whether
the term is common or rare across all
documents. For example, in a corpus of
fashion documents, the term *“fashion” or
“model” will appear all over the corpus.
When it is already a popular term, it will not
provide much information. IDF is cal-culated
as:

idf (t, D) = log— 2
|[{d e D:ted}|
Where:
- |D] : total number of documents in the
corpus D,
- |{d e D:t ed}|:number of

documents where the term t appear(it
meanstf (t,d) = 0).

If the term is not in the corpus, this will
lead to a division-by-zero. It is therefore
common to adjust the denominator to

1+|{d e D:t e d}|

Mathematically, the base of the log
function does not matter and constitutes a
constant multiplicative factor towards the
overall result. In other words, the change in
the base of the log function will not change
the ratio between IDF results.

tfidf (t,d, D) =tf (t,d) xidf (f, D)
A high weight in TF-IDF is reached by a
high term frequency (in the given document)

and a low document frequency of the term in
the whole collection of documents; the
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weights hence tend to filter out common
terms, and keep the importance term (or
keyword).

For the purpose of retrieving useful
information related to fashion from online
social network data, we use TF-IDF measure
for transforming data to space vector model.
However, we propose a technique that
reduces the dimensional specifications of this
Vector Space Model to train an SVM
(Support Vector Machine) classifier.

2.3 Validation measuring for retrieved
documents

Precision, recall, and the F measure [6,
7] are set-based measures. They are
computed by wusing unordered sets of
documents. In a ranked retrieval context,
appropriate sets of retrieved documents are
naturally given by the top k retrieved
documents. For each such set, precision and
recall values can be plotted to give a
precision-recall curve, such as the one shown
in Fig. 2.
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Fig. 2. Precision/Recall graph1.

For classification tasks, the terms true
positives, true negatives, false positives, and
false negatives (see Fig. 3) compare the
results of the classifier under test with trusted
external judgments. The terms positive and
negative refer to the classifier's prediction,
and the terms true and false refer to whether
that prediction corresponds to the external
judgment. They are defined as an experiment
from P positive instances and N negative

o
o

1 http://nlp.stanford.edu/IR-book

instances for some conditions. The four
outcomes can be formulated as showed in

True condition

Total population Condition positive | Condition negative

Predicted condition True positive False positive

Predicted Fesiie (tp) ()

condition

Predicted condition False negative True negative
negative (n) (tn)

Fig. 3. P positive instances and N negative instances
for some condition.

Precision is the ratio of the number of
relevant records retrieved to the total number
of irrelevant and relevant records retrieved. It
is usually expressed as a percent-age.

tp
tp+ fp

Recall is the ratio of the number of
relevant records retrieved to the total number
of relevant records in the database. It is
usually expressed as a percentage.

tp
tp+ fn

Accuracy is the proximity of
measurement results to the true value.

tp+tn
(tp+tn+ fp+ fn)

F measure is a measure that combines
precision and recall is the harmonic mean of
precision and recall, the traditional F-
measure or balanced F-score is the harmonic
mean of precision and recall:

_recall x precision
~ (recall + precision)/2

Commonly used evaluation measures
including Recall, Precision, F-Measure and
Rand Accuracy are applied due to their origin
in Information Retrieval. In fact, sometimes
we can not directly use these measures to
compare two lists of ordered documents
returned because of independence of the
internal order of the documents [8]. To
measure the quality of an ordered list of
documents, the average precision of all the
relevant documents in the ordered list can be
calculated.

2.4 One-Class Classification

One-Class classification tries to identify
objects of a specific class amongst all
objects, by learning from a training set

precision =

recall =

Accuracy =
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containing only the objects of that class. The
traditional classification tries to distinguish
between two or more classes with the
training set containing objects from all the
classes. The term One-Class classification
(OCC) was introduced by Moya and Hush
[9], some researchers have applied OCC but
some of them use other terms to define one
class classification such as Outlier Detection
[10], Novelty Detection [11] or Concept
Learning [12]. Many works can be found in
scientific literature, such as in [13] where
news recommendation for users based on
One-class classification is proposed. They
used OCC to calculate the similarity between
domain and user interesting. In the research
[3, 14, 15], authors are over view the
technique use One-Class Classification show
at the Fig.4.

OCe

Taxonomy
IAvai]ahilityofaninthzu I m I Application Domain
Leammng
Leamning wm: Text /! Other
e p-:mdm DEVM Hon-OSVH dm Apglication
el
cotins
Fig. 4. A Taxonomy for the study of OCC techniques
[15].

Simply, one-class classification process
includes some steps: (1) data preprocessing;
(2) model machine learning; (3) classification
processing in training model and (4) result
interpretation and reporting. Data pre-
processing is an important step in the data
mining process. Data pre-processing includes
cleaning, normalization, trans-formation,
feature extraction, selection and transforming
the text data into space vector model.
Machine learning focuses on prediction,
based on known properties learned from the
training data.

3. Recommender System based on
One-Class

This recommender system will observe
the access to our systems by checking the
details of information of the users. such the
ID of the user to login the EMS, there are
some relevant information such as: computer

name; Operating system (OS) or version OS,
IP address...Process of our Recommender
can be divided into three phases: the general
phase in which we measure the probability
each of every user’s ID that usually appears
on the computer or when it appear and add
them to the reference table data. This task
will done every day to update the
information. The main phase involves one-
class classification to train model of the
system. The training data we used was
collected from the data of our system. In the
final phase, the system will detect and
recognize the strange or irregular access to
our systems. It will alert to the administrator
or email to the user.
Usage data, from

Education and Wi-Fi

Biret-zllj'r q.rery:and
Pre-processing

Reference Table
of probability

Fig. 5. Process of the Recommender System.

Fig. 5 presents the process of our
Recommender system that makes the table
reference and trains a model for detecting
access from our EMS and OLS. In the stage
of model training, user’s data including
computer name, MAC Address; Operating
System are collected through the use of API
protocol when he/she accesses to the system.
Text data are transformed into Space Vector
Model by using IF-IDF measure. In the next
stage, we also collect data with some new
access to the system. And we try to detect
abnormal access. In the next session, we
present in a more detailed way the data used
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in the experiments carried out to test and
evaluate the  effective-ness of this
Recommender.

4. Data model scenario

To perform the experiment on the
proposed Recommender, we use the data
from two systems of EMS2 and OLS3
University. First, there are over 12.0000
accounts in the o and there are over 30.000
access to my EMS from 2014 to 2016 to
check our Recommender.

Fig. 6. Report logs of users access to the cource.

Training dataset are built based on data
of two system providers. That is, we use
well-known access to these systems. In
addition, we use some strange access such as
the information of the login to the education
with new laptop. Fig. 6 presents information
of the user access to these systems. Based on
well-known information we analyze the data
to find abnormal access to systems.

DO03IBATII AOONBATII DOGIIBATIE B0

oz

Fig. 7. The probability of appearance of ID in the
computer in the reference table.

5. Experimental Results

With the data sources described in the
previous section, we perform several
experiments to test the effectiveness and
accuracy of the proposed Recommender.
From each source (EMS and OLS). We

2 http://gv.ut.edu.vn
3 http://courses.ut.edu.vn

accessed the system with strange computers,
we had trained the model with usage data
before that and using this strange information
to test the model. We use both Accuracy and
F measure to evaluate the accuracy of
filtering. Because F-measure is derived from
Recall and Precision, we also show the two
measures for reference purpose.

For each run, we use one ID to train and
test with over 32.000 rows data. Fig. 7 and
Fig. 8 show that the high accuracy was
achieved for 10 random ID.

*

ID Account Accuracy

Admin
1034000
1044001
1022456
1021483
1022468
1037555
1022464
1020452
10 1022464

Fig. 8. Experimental results that show our filters have
high accuracy in the experimental Education cases.

0.9242
0.8922
0.9570
0.8249
0.9767
0.9848
0.9631
0.6917
0.9399
0.6799

Ll ~N|a|lg & |w| N | =

Accuracy

Fig. 9. Experiments with random ID accounts. The
high accuracy was achieved for many accounts.

The Information in the Fig. 9 shows
experimental result with usage data access to
the EMS. We use one class to train the model
and test it with some random ID ac-counts.
The Accuracy measure in our experiment is
high, as shown in this chart.

6. Conclusion

In  order to provide intelligent
recommendation and personalize service for
users on the system, in this research, we built
a Recommender System based on One-Class
classification that can alert the irregular
access to the system. The Recommender
System tested with datasets from our EMS
and OLS shows a good performance.
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The outlier information is very useful for

various application domain, e.g., Outlier
Detection; Novelty Detection or Concept
Learning. In our future work, we will apply
this model to detect outlier in online Social
network data. We also employ Hadoop
Framework to deal with Big Data when
considering environmental data or bio in-
formation datal
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