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FAST AND ROBUST MODEL FOR MULTIPLE OBJECTS TRACKING
USING KEY-FRAME DETECTION AND CO-TRAINED CLASSIFIER

Phung Kim Phuong, Nguyen Quang Thi*, Nguyen Huu Hung, Dang Quang Hieu
Military Technical Academy

ABSTRACT

This paper proposes our new approach for multiple objects tracking for real-time video tracking
applications. The new tracking method can improve tracking speed and reduce track fragmentation
and confusion by using two convolutional neural networks to detect and distinguish the targets.
This mechanism ensures real-time capability when you do not have to perform deep learning
detector continuously while still ensuring constant and accurate updating of the target's position.
This is called a co-training mechanism. The keyframe detection model is a Single Shot Detector
that also operates as a data generator; the second neural network is a classifier that will be trained
from data collected from the main detector. The tracker is presented as a combination of
techniques that we named DCT (Detector-Classifier Tracker). This article will fully explain the
working mechanism of DCT and presents the test results for the combined image attachment
method according to the frame processing experiments on data of long range thermal imaging
cameras.
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MO HINH BAM DA POI TUQNG PAM BAO THOI GIAN THU'C VA ON DINH
CAO SU DUNG KET HQP BQ PHAT HIEN THEO KHUNG HINH KHOA VA
BO PHAN LOAI LUYEN PONG BQ

Phung Kim Phuong, Nguyén Quang Thi*, Nguyén Hiru Hung, Ping Quang Hiéu
Truong Dai hoc Ky thudt Lé Quy Dén

TOM TAT

Trong bai bdo ndy, ching toi dé& xuit mot cach tiép can moi trong bam da dbi twong cho céac ting
dung trén video thoi gian thyc. Phuong phap bam méi hudng dén kha ning dam bao thoi gian thyuc
va chéng dirt doan quy dao bam bang cach sir dung két hop hai mang no-ron dé phat hién va phan
biét gitta cac muc tiéu. Co ché nay dam bao kha ning thoi gian thuc khi mé hinh khong phai thyuc
hién lién tuc cac phép tinh phat hién hoc sau trong khi van dam bao cap nhat lién tuc va chinh xac
vi tri ciia muyc ti€u. Chung t6i goi day la co ché luyén déng bod. Mb hinh thir nhét 13 bd phat hién
hoc sau Single Shot Detector déng thoi hoat dong nhu mét bo tao dir liéu, mo hinh mang no ron
thir hai 1a mgt bo phan loai s€ dugc luyén tir dir li¢u thu thap dugce tir bo phat hién. B bam da ddi
tuong duoc xdy dung dudi dang su két hop cia cac ky thuat duoc ching toi goi 1a DCT (Detector-
Classifier Tracker). Bai viét nay s& giai thich dy du co ché hoat dong cta co ché bam anh DCT va
trinh bay két qua danh gia dbi voi phuong phép theo so dd xtr Iy bam anh két hop trén dit lidu thi
nghiém cta camera anh nhiét tim xa.
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1. Introduction

The main task of the video tracking process is
associating existing objects with the new
image and creating a continuous spatial
trajectory of moving objects. Modern trackers
use different learning models to represent the
appearance, geometric position and movement
of the object [1]. Tracking is then addressed as
finding the most likely geometrical parameters,
usually as a bounding box of the object in the
new image. Before the implementation of deep
CNN, researchers had many improvements for
tracking quality using appearance-based
discriminative features [2]. To cope with
occlusion, objects and environment changes,
multiple similar objects, Kalman’s state
estimator and data association methods are
usually implemented as part of the tracking
algorithm [3].

Recent improvements in applying deep
convolutional neural networks (CNN) to
target detection and tracking, detect-to-track
and track-to-detect with deep learning is a
promising solution to improve tracking
accuracy but also add a big amount of
computational cost. The reason is they
focused on particular quality metrics like
MOTA (Multiple Object Tracking Accuracy),
MOTP (Multiple Object Tracking Precision)
[1], that was tested on most popular object
classes (human, face, cars). In many practical
scenarios, the interested object may not be the
popular ones in the open datasets, deep CNN
detectors may fail to keep the accuracy inside
the acceptable threshold, and tracking quality
can be decreased. Deep CNN tracking
methods are mostly based on CNN detection
modules. In the same way, the tracking
accuracy highly depends on the accuracy of
the detector.

Contributions:

We present a method based on the
combination of traditional tracking techniques
and deep CNN approaches. The basic metric is
not only based on MOTA but also fitted to a
real world implementation. Our tracking

method is expected to introduce better tracking
quality with the following requirements:

- Scalable and adaptive to hardware
capability, the method can be customized
easily to adapt with realistic conditions, the
processing architecture is based on
encapsulated functional modules that can be
replaced and customized independently.

- High robustness and less vulnerability to
track loss, fragmentation, with ability to
distinguish multiple objects of the same class.

- The learning strategy of objects models will
be combined from both online training and
offline training.

Our approach differs from both traditional
tracking techniques and more recent deep
CNN methods.

We present a specific experimental
implementation of the track method and test
the method with realistic data to leverage the
efficiency of the method in highly challenging
conditions.

2. Challenging MOT problems

A realistic MOT scenarios, a specific tracker
can have many limitations, this paper is
addressing most popular challenges for highly
challenging MOT applications:

- Most offline-trained deep CNN trackers are
based on visual based object models, which
are vulnerable to long term occlusion or
objects leaving and reentering the field of
view, this usually leads to track fragmentation,
when one track is divided into temporal
fragments by visual contact interruption.
Confusion between objects is also a weak spot
of CNN models, visually similar objects have
very weak distinguishing features and they
should be tracked with respect to motion and
behavior models [3], [4].

- On the other side, state estimation models
and other “shallow” features models do not
have stable performance with stochastic
movement of objects and the camera, visual
changes of objects, light and environment.
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- Convolution filter based trackers were
basically low-level visual models (histogram
of gradients, optical flow, kernelized
correlation) of objects, which were usually
updated, or trained online using new images
of the object. In practical scenarios with fast
changes of object visual features, due to the
lack of general pre-trained model, they are
eventually float away by similarity of object
and background, or shrink to just a part of the
object [5].

Da Zhang et al. [6] proposes a neural-network
tracker that combines convolutional and
recurrent  networks with  reinforcement
learning algorithms in order to predict objects
movement and thus improve state estimation.

The initial motivation for our line of research
is combining multiple models in one tracking
system to cope with weaknesses of each
method and thus improve robustness, while
keeping the model optimized for real time
tracking applications.

3. Novel tracking frame processing chain

Correlation filters have proved to be
competitive with far more complicated
approaches when using only a fraction of the
computational power, at hundreds of frames-
per-second. The proposed processing chain is
a combination of several processing

Video Stream

Y

Key frame t Detector

algorithms aggregated in a video processing
chain which is illustrated in Figure 1. The
video processing chain contains following
key elements:

- Detector: pre-trained deep learning
protection model based on deep CNN
architectures. Detector can detect, classify
and locate multiple objects in one video
frame. This is an expensive processing step
and may require hardware acceleration, for
real-time requirement, detection only applied
to key frames, and the frequency of key
frames can vary depending on the processing
capability of the hardware. For specific
implementation, deep CNN detector and be
used in combination or be replaced with other
detectors to fit the requirements.

- Track management module: a combination
of several functional modules that can operate
on video frames with or without detection
labels. Operational mechanism of this module
will be explained in detail in the next part of
this paper.

- Tracking decision: a set of existing tracks
that updates after each video frame, each
track has the current state vector and history.
The state vector contains tracks geometrical
parameters (center, bounding box, size, aspect
ratio, speed, direction...)

Track management
module

State estimator

Tracking
decision

Non-key frames
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Figure 1. Temporal sequential model of video frame processing
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- Auto-generated image dataset: a labeled
image dataset containing image inside the
bounding box of all tracks since the beginning
of the processing. This dataset is labeled with
target identifications and states before feeding
to the correlation filter (CF) detector and
online-trained classifier as a training dataset.

The structure of the tracking manager(TM)
module is the main focus of this paper. TM is
a data processing block with input data as a
sequential stream of images. The output data
of TM s the tracking decision. The main
purpose of the tracking manager is combining
and synchronizing multiple  functional
modules in one data association module.

Figure 2 explains the work of the tracking
manager module in detail.

The key elements of the tracking manager can
be listed as follows:

- The first element is the state estimator. The
state estimator estimates the current state of
objects based on its previous measurements
with a level of uncertainty and sends it to the

data association module. In this case,
bounding boxes of objects serve as
measurements. In the first frames, the state
estimator may have nothing in output, and
usually the more instances of the objects are
detected, the less uncertainty the output of the
state estimator becomes. In this paper,
Kalman Filter is chosen for our experimental
model. The state for each target is estimated
recursively online by applying Kalman filter
per each target and feeding to the DA module
as current state of the tracked targets.

- The second element is the data association
module. The data association module is a
method to solve optimal assignment
problems, or global data association [2]. In
general, DA takes input as a set of new data
measurements and builds a score matrix of
assignment variances that includes all
possible assignments and then finds a min-
cost matching. In this case, DA matches new
bounding boxes from detector to existing
targets state in the state estimator.
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b) Data association with input data from raw frame

Figure 2. Data association operations in two tracking mode
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- The third element is an online trained
classifier that is trained from the auto-
generated dataset. The classifier processes
bounding box images from the detector and
adds a value that indicates the probability of
this bounding box to belong to existing
tracked objects based on visual features. The
online trained classifier uses 3-layers CNN
with pyramidal architecture and the last dense
layer is the maximum number of tracks that
the model can process.

- The fourth element is the correlation filter
(CF) detector. CF implements the function of a
fast detector for non-key frames, which can
detect the proposed location of an object with a
template generated by previous detections.
Many variants of correlation filters have been
used for fast object tracking. In the experiment
section of this paper, we will implement KCF
as a CF detector. KCF uses the technique
described in [5] for fast object tracking.

While processing raw video frames, the
measurement update for DA is output data
from the CF and classifier. Applying
correlation filters on the new image, CF now
serves as a detector that can outline bounding
boxes of objects in a raw video frame that are
visually similar to tracked targets. The output
bounding boxes of CF will be classified by
the classifier. The classifier adds a feature
vector to the bounding boxes that is
proportional to likelihood of belonging to
each existing object.

Fp = [fui]; (1=1..n) (1)
where:
n- number of tracked objects
fri- likelihood of object bounding box
k to belong to object class i.

Thus, before being fed into DA as new
measurement data, detection data from raw
frames are presented as a set of objects with
feature vector:

V., =[x,y,w, hF,6C] (2)

where:
x- horizontal coordinate of object
y- vertical coordinate of object
w- object horizontal size
h- object vertical size

After each update, the state estimator
represents each object with a state vector:

S; ={x,y,w, h,dx,dy} 3)
where:
dx- horizontal speed of object

dy- vertical speed of object

Based on new feature vectors and existing
state vectors, the DA module generates the
matrix of possible object assignments and
estimates the optimal assignment decision,
which is also the tracking decision. The DA
can be formulated as a mxn sized matrix,
where m: number of new detection, n: number
of tracked objects. Each matrix element

Ryi= p(Vi,S:) 4)
represents the probability metric of assigning
detection Vi to track S;.

Ris Ry Rin
Ry, R, Ry,
Rm,l Rm,Z Rm,n

a) Data association table

Dyy D, D,
D, D,, D,
Dm,l Dm,2 Dm,n

b) Data association solution table

Figure 3. Matrix formulation of data association
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Figure 3 demonstrates the formulation of the
data association matrix and the data association
solution. The metric of association probability
Rki is a combination of visual classification
score and location prediction score.

The association solution has three constraints
as following:

D,; € [0,1] (5)
While D;; = 1 means the detection k is

assigned to track ¢ and D; = 0 means the
detection kis not assigned to track i.

n
vk € [1..??1],2 Dp;i=1 (6)
T

This constraint indicates that for each
detection, there could be no more than 1
assignment to track.

m
vi € [1.. n]’ZDR’£ <1 ©)
1

Similarly, for each track, there could be no
more than 1 assignment to a new detection. If a
new detection is not assigned to any of existing
tracks, it generates a new track, otherwise, if a
track is not assigned to any new detection, it
keeps waiting in the next updates until a
predefined timeout runs out and the missed
track is removed from the memory.

Data .| Tracking
association “|  decision
Adding
samples
\ 4
Image Labeled
classifier image dataset

Figure 4. Training scheme of the classifier

Figure 4 shows the mechanism of the training
process for image classifier models. Based on
each tracking decision, an image dataset is
updated and serves as a training dataset of the
tracking module that keeps training data for
the classifiers.

4. Experiments
4.1. Metrics

The main purpose of DCT is to focus on
robustness, for this reason, the main metric
used for comparison between tracking models
in our experiments is the rate of track
fragmentation and confusion.

The evaluation processing was applied to
DCT, SORT and KCF with the same main
detector - MobileSSD for comparison. Data
used for experiment was collected from a
long-range pan-tilt thermal image of sea
ships. The similar shape of ships and camera
movement are the most challenging factors
that failed conventional trackers.

4.2. Experimental multiple ship tracking
(MST) solution

We evaluates the performance of our tracking
implementation using a multiple ship tracker
(MST) specially customized for real time
video tracking of long range objects:

- Mobilenet SSD as keyframe object detector,

- Hungarian Algorithm as data association
module,

- KCF as a fast detector.

The keyframe object detector is a Mobilenet
SSD (28 layers) that uses the architecture of
Single Shot Detector, pre-trained with 80
classes COCO labeled dataset and trained
with a database of sea ship images using
transfer learning. The keyframe detection
model was trained to detect sea ships in long-
range thermal imaging with cooled sensors.

The tracking implementation was tested on
long range tracking video with moving
camera and moving objects, and short-term
occlusion and showed stable tracking results
compared to standard tracking techniques.
The first testing video, as shown in Figure 5,
despite the simple model architecture,
Mobilenet SSD performance is almost the
same as deeper networks at detecting objects
with low resolution image.
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Figure 5. Series of keyframes and bounding boxes of detected objects
Table 1. Fragmentation and confusion comparison of DCT with other tracking system

Method Fragmentation | Confusion
DCT 12 3
(proposed)
SORT 17 8
KCF 33 9

Figure 6. Associated objects tracks between key-frames

The test case demonstrated in Figure 5
demonstrates a typical challenge for long
range pan tilt cameras, beside the movement
of objects, the camera itself can move with
significant speed. Trackers that mostly rely on

detection frequently suffer from
fragmentation in this scenario. Table 1
demonstrates the DCT model performance to

Table 1 compares the robustness of DCT for
other tracking systems on 22 minutes of video
data and 24 ground-truth tracks.

Another challenging situation is confusion
between multiple similar moving objects.
Figure 6 demonstrates a test case for long range
sea ship tracking when four tracked moving
objects have similar shape and size. As shown
in the last image, DCT was able to track objects
as they move in different directions and there is

keep the right tracking object with
significantly  reduced count of track
fragmentation.
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one object confusion between object 1 and
object 0 as shown in the last image.

5. Conclusions

This paper introduces a tracking model based
on multiple Al models that significantly
improves robustness and speed of multiple
target tracking in videos. The key difference
of the method is the combination between
three elements in tracking: (1) deep CNN
keyframe object detector; (2) construction of
correlation filters for detecting objects based
on keyframe detections; (3) classification
between multiple objects using a simple 3-
layer CNN classifier.

Our tracking model differs from previous
CNN and CF based trackers in two important
ways. First, every keyframe creates a trusted
status of existing objects that generates
labeled image dataset of objects and kernel
for correlation filter. For every non-key frame,
the fast detector and data association module
will keep following the exact position of the
objects until the next keyframe. For all frames,
including key and non-key, the data association
algorithm will combine multiple status vectors
and generate a tracking decision.

For the moment, the testing dataset for
implementation in long range thermal ship
images is not big enough for MOTA and
MOTP metrics. Experiments on our testing
data only use the count of fragmentation and
confusion as a comparison metric. The DCT
model is shown to be more robust to track
fragmentation compared to conventional
Simple Online Real Time Tracking (SORT)
and Kernelized Convolution Filter (KCF)
algorithms.

We believe that the DCT model using key-
frame detection and co-training classifiers
will be more accurate than conventional
tracking approaches on many real-time
tracking tasks with extreme conditions. We
have already extended this work to popular
tracking datasets to test the performance. In
the future, we hope to test MMT in a variety
of scenarios related to real time multiple
object tracking.
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