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ON THE STABILITY OF PREDICTOR-CORRECTOR METHODS
BETWEEN ADAMS AND BACKWARD DIFFERENCE FORMULA

Dinh Van Tiep”, Pham Thi Thu Hang
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ABSTRACT

The predictor-corrector methods take the upper hand in decreasing the number of function
evaluations and of derivative evaluations as well comparing to the Runger-Kutta methods and
various linear multistep methods. The stability however is a traditional disease of a high order
method. This problem is also the case to the predictor-corrector method. The paper discusses on the
matter of stability of the k-step Adams predictor-correct method and that of the predictor-corrector
methods constructed on the basis of k-step Adams-Brashfort for the predictor and the k-step or
(k+1)-step backward difference formula (BDF) for the corrector with low k, say k < 6. The reason
to consider the BDF corrector is from the fact of having a large portion of the absolute stability
region for those methods (with k < 6) competing to other Adams-Moulton correctors. Some
awkward performances of the predictor-corrector to the stiffness are also discussed and a modified
algorithm is also developed to treat the poor performance of the abovementioned methods. The main
contribution of the paper is the strategy of depicting the absolute stability region of a predictor-
corrector method by constructing its stability polynomial on the basis of the recurrence equation
obtain form the pair of difference equations describing the predictor and corrector. On that
construction, we can be able to sketch the region by the boundary locus method.
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VE TINH ON PINH CUA PHUONG PHAP DU BAO - HIEU CHINH
HOQ ADAMS VA HQ SAI PHAN LUI

Pinh Vin Ti¢p”, Pham Thi Thu Hing
Truong Dai hoc Ky thugt Cong nghiép - BH Thai Nguyén

TOM TAT

Phuong phéap dy bao - hiéu chinh ¢6 uu diém trong viéc giam dang ké s6 luong tinh toan gia tri ham
s0 va dao ham so sanh v6i phuong phap don budc kiéu Runge-Kutta truyen thong cling nhu so vai
nhiéu phuong phap da budc khéc. Tinh 6n dinh 12 mot van dé truyén thdng ddi véi cac phuong phap
khi xét & bac cao. Bai bao nay dé cap dén tinh 6n dinh, va so sanh chling, ciia phuong phap véi k-
buéc du bao kiéu Adams-Brashfort va (k+1)-buéc hiéu chinh kiéu Adams-Moulton hay kiéu sai
phan 10i (BDF) véi k < 6. Ly do dé cap dén kiéu hiéu chinh BDF & day c6 ngudn gc tir thuc té
rang mot hiéu chinh BDF tao ra mot mién 6n dinh tuyét di 16n, vai k < 6, so véi hiéu chinh kiéu
Adams-Moulton. Mét sé nhuoc diém cua cac phuong phap du bao - hiéu chinh nay khi p dung cho
cac bai toan stiff cling dwoc dé cap trong bai béo cing véi mot thuat toan cai tién cho cac phuong
phap nay dwoc phét trién dé khic phuc phan nao nhuoc diém do. Péng gop 16n nhat cua bai béo 1a
phuong phap xay dung da thirc 6n dinh dya vao phuong trinh sai phan mé ta phuong phéap du doan
va phuong phéap hiéu chinh. Dya vao da thirc nay, phuong phép tap hop dudng bao duoc ap dung
dé ma ta tryc quan mién o6n dinh ctia phuong phép.

Tuw khoéa: phuong phdp da buoc; k-bucc Adams du bao - hi¢u chinh; cong thic sai phén lui; bai
toan stiff; mién on dinh tuyér doi.
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1. Introduction
Consider the initial-value problem

y' =f(t,y),a<t<by(a)=a. Q)
The numerical solution to the problem are
derived in many approaches including the
linear one step and the linear multistep method.
The predictor-corrector methods are interested
subject among various multistep methods. In
fact, these are center of the linear multistep
kind as the reason originated for a multi-step
method in taking full advantage of function
evaluation. The awkward issue, especially in
dialing with the stiffness, of the Adam
predictor-corrector family lies in the size of
their absolute stability region. Estimating how
large these regions are can be expected as an
explanation for this.

In this circumstance, the hope is not ended by
taking a replacement of a BDF corrector to the
Adams-Moulton corrector in expecting a
considerable enlargement of the absolute
stability reason. This is not unreasonable
prospect. (See [1]-[5])

For purposes of comparison, we need to
estimate the absolute stability region for a k-
step Adams-Brashfort predictor with a k’-step
Adams-Moulton corrector (denoted by ABK-
AMEK') and a k-step Adams-Brashfort
predictor with a k'-step BDF corrector
(denoted by ABk-BDFk'). Two considerations
of k' taken into account are k' = kand k' =k
+ 1. The following results can be found in
some texts (e.g. [6], [7]).

Theorem 1. For the k-step Adams-Brashfort
predictor
Wipr = wi + 3525 apj oo f (tioj wisj)
and the implicit linear (k" — 1)-step corrector
Wip1 = 255 byr_j_qwisj +
A —1hf (tipr, wiz) +
h¥j=” Ay j-of (ti-j Wi-j)

with the local truncation error are
77,1 (h), ;41 (h), respectively. Then the local

truncation error of the Adams predictor-
corrector is

Oi+1 = Ti+1 + hT;+1dk’—1fy(ti+1’fi+1)’ 2)
for some &;,, between 0 and ht;,,(h). Here,
we infer the terms o;,4, T;1+1, T{4 as functions
of the step-size h. The approximated values
w;s produced by the method of y(t;) are
obtained after some conventional one-step
methods to generate the first k —1 or k' — 1
initial values such as Runge-Kutta method of
the same order. The implicit linear method
here is in the general form.

2. Derivation of the absolute stability region
to the pece ABK-AMK' and ABK-BDFEK'
predictor-corrector

We first construct the scheme by which the
local error presents and processes for some
interested predictor-correct method in PECE
mode. The 4-step Adams-Brashfort predictor
of these methods is

Wisy = Wi + 5= [55£(t; w)) —
59f(ti—1, Wi—1) + 37f (ti—z, wi—2) —
9f (ti—3, wi-3)], (5)

. 5
with 7, (h) = %h43’(5) €32

The 3-step and 4-step Adames-Moulton
correctors respectively are

h *
Wiyp =W+ [9f (tis1, Wit1) +
19f(ty, wy) = 5f(ti—1, wi—1) +

f(ti—z' Wl'—Z)]' (6)
with 7;4,(h) = %h“y(s) (&), and
Wit = wp + L[251f(ti+1:Wi*+1) +

720
646f (t;,w;) — 264f (t;i—1, wi—1) +

106f (ti—, wi—z) — 19f (ti—3,wi—3)],  (7)

with 7y (h) = 755y O ().

The 3-step and 4-step BDF correctors
respectively are

18 9 2
Wiyp = Wi —gWi-r T Wiz t
6h
Hf(ti+1rwi*+1) ®)

with 7314 (h) = 52 h°y®(©), and
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48 36 16

Wiy = oW = Wi T oWz —

3 12h .

Wizt oo f(Eiv1, Wiv1) €))
. 12

with 7,4, (h) = Eh“y“) .

From (5) to (9), the intermediate point ¢ are
between the smallest and the largest mesh
point appeared in the corresponding formula.
To conduct the stability characteristic
polynomials of these methods, we apply the
predictor-corrector scheme to the test equation
y' =Ay,y(@a) =a,a <t <bh. (10)
Let do this for AB4-BDF4 first and follow the
same pattern for various other.
The equation (10) with the predictor (5) and
the assumption that the previous four
approximations are exact gives

Ah
Wi =w; + o (55w; — 59w;_; + 37w;_,

— 9fwi_3). (11)
With the same assumption, the corrector (9)

applied to (10) delivers
48 36 16

Wiy = o Wi = o Wi T - Wi
3 12Ah
—5sWi-3 T Wikt (12)

Substitute (11) into (12) and set z = Ah and
check the difference equation for w; = y* to
obtain

y* == (96 + 24z + 5522)y% + - (72 +
5922)y? — == (32 + 372%)y + - (6 +

922) = 0. (13)
The left-hand side, P(y,z) =p(y) +

zo,(y) + z%0,(y), of (13) is defined as the
stability polynomial for the method, [2], [3].

The stability polynomials of AB4-BDF3,
AB4-AM3, AB4-AM4 are derived
respectively as

4_ 1 2y,,3 1 1
y 44(72+24-Z+552 )y +44(36+
2y.,2 _ 1 2 9 .2
59z%)y ” (8+37z )y+44z , (14)

4_ 1 2y,3 4 1
vt —; (192 + 2247 + 16522)y® + — (402 +

177z%)y? — é(sz +1112%)y +

2 22, (15)

64

299 | 2761 11

y*- (1 +—z+—zz)y3 + (—z +
240° " 3456 30

14809 53 9287 19

—ZZ) 2—(—Z+ zz)y+—z+

17280 360 ° ' 17280 720

251 ,

I;EEZ , (16)

Figure 1. The absolute stability region of the AB4-BDF4

Figure 3. The absolute stability region of the AB3-AM3

e
— 7

——

Figure 4. The absolute stability region of the AB4-AM4
For depicting the absolute stability region, the
Root Condition will be invoked [1], [6]. The
boundary locus method will be applied to these
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stability polynomials [8]. Figures 1-4
describes the absolute stability regions to the
methods 13-16 respectively in (z,y)-plane.
These regions are marked in green. So that,
according to the Root Condition, for any z
inside theses domain, the corresponding
stability polynomial has all (complex) roots y
with the magnitude does not exceed one, and
for whose the magnitude one is simple root.

We also see that, the expectation of having a
large absolute stability region as we possess
for the BDF now comes to an end when
replacing the Adams-Moulton correctors by
the BDF correctors. Inversely, such regions
have been contracted by a little with this
replacement however.

The result in Theorem 1 enables us to estimate
the local truncation error of these method.
Theoretically, the AB4-AM4 ranks the first in
the highest order of accuracy (with local
truncation error of order O(h®)), then it is
followed by the AB4-BDF4 and AB4-AM3 (of
which the order are 0(h*)) and the last in the
rank is AB4-BDF3 (whose the order is 0 (h3)).
The AB4-AM4 has the optimal order
following the result in [9], Theorem 3.2.

The BDF correctors even probably provide
larger absolute stability regions which maybe
accounts for their applicability in dialing with
a larger class of the stiff equations can show
the less effective, or less accurate comparing to
the Adams correctors. Even the AB4-AM3 and
AB4-BDF4 are of the same order, the
experimental results indicates the favor of the
Adams corrector.

For the consistency and zero-stability of these
methods, it is straightforward from the first
characteristic polynomials p(y) of such
methods are so. For example, for AB4-AM4,
the consistency is the case since.

3
Z b3_j = 1,
j=0

and the zero-stability is inferred from the fact
that the first characteristic polynomial
, 48 . 36 ., 16 3

O e G T T T
has four (complex) roots with modulus less
than 1 except for the root 1. That is, this
polynomial fulfills the Root Condition.
Therefore, it is stable. (See [1], [6], [8]) From
this fact, the following theorem s
straightforward.

Theorem 2. The ABk-AMk' and ABk-BDFk'
are convergent.

Indeed, we have known that (see, for example,
[1], [2]) the zero-stability and the convergent
are equivalent under the condition of the
consistency. The above methods are both zero-
stable and consistent, they are convergent
anyway.

3. The modified P(EC)™E algorithm

The abovementioned methods can be
improved their accuracy with m iterations to
get a P(EC)™E mode. The following

algorithm is introduced with m iterations to

generate the approximated value w;,, = wl.(f;)

for y(ti;1) by applying the corrector
difference equation m times. However, we
control the number of iteration by the
maximum iteration M. This even a little
change in the scheme could lead to a fairly
good improvement and an avoidance of out of
control repetition. Here, we only construct the
algorithm for the 3-step Adams-Moulton
corrector, we call it the 3-step ABM modified
method, denoted by P(EC)ME. The other
algorithms can be conducted similarly. This
algorithm is presented in Matlab code. The
convergence of this mode is undoubted.
However, the barrier for its accuracy is
inevitable since the iterated values converge in
fact to the solution of the difference equation
used to iterate the corrector values rather than
to y(tiy1)- (See Theorem 3.2, [9]) An
unreasonable increment in the number of
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iterations m or decrement could lead the error
to increase.

INPUT the function £ (t, y), the interval [a, b],
the initial value y(a) = «, the tolerance tol >
0 desired for the error estimate obtained from
the iterations, the number of iterations M.
OUTPUT the approximation w; to the
solution y(t;), Vi = 0,1,..,n.

Algorithm

Function
out=ABM Modification(f,a,b,alpha,

N, tol,M)

% N is the number of mesh points

% alpha is the initial wvalue

% tol 1s the tolerance used to
control the iteration

% M is the desired maximum number
of iterations

syms z(s);

format long;

Fm——m— = STEP 1l--————————————
h=(b-a) /N;

t0=a;

wO=alpha;

t=[t0];

w=[w0];

G———m == STEP 2-——————————~

% Generate the starting values by
Runge-Kutta method

for i=1:3

k1=h*f (t0,w0);

k2=h*f (£t0+0.5*h,w0+0.5*kl) ;
k3=h*f (t0+0.5*h,w0+0.5%k2) ;
k4=h*f (t0+h, w0+k3) ;

wO=wO+ (k1+2*k2+2*k3+k4) /6;
t0=t0+h;

t=[t,t0];

w=[w,w0];

for i=4:N
t0=t0+h;
wp=w (1) +h* (55*f (t (i) ,w(i)) -
50*f (£t (1-1),w(i-1))+37*f(t(i-
2) ,w(i-2))-9*£(t(1-3),w(i-3))) /24;
FLAG=0;
count=1;

while (FLAG==0) & (count<M)
wO=w (1) +h* (9*£ (£t0,wp) +19*f (Lt (1), w(
1))=5*f(t(i-1),w(i-1))+f(t(i-
2),w(i-2)))/24;

if abs (wO0-wp)<tol
FLAG=1;
break
else wp=w0;
count=count+1;
end
end
t=[t,t0];
w=[w,w0];
end
eqn=diff(z,s)==£f(s,z);
inc=z (a)==alpha;
as=dsolve (eqn, inc) ;

out=[t',w',double (subs(as,s,a:h:b)

) ', abs (w-

double (subs(as,s,a:h:b)))'];

end

g m - END--——-——————————-

4. Comparison through numerical examples

The efficiency of the above techniques is
performed to see the conclusion about their
stability.

Example: Consider the equations

1
Y =y—t*+1y(0)=5,0<t<2,(17)
o =5y
y(0)=-1,t€[01]
{y' = —20y +20cost —sint

y(0) = 0,¢ € [0,2] (19

(18)

end {y’ =—20(y —t?) + 2t (20)
§mmmm oo STEP 3----—-——--—- y(0) =1/3,t €[0,1]
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Table 1. The absolute errors produced
by AB4-AM3, AB4-AM4, AB4-BDF3, AB4-BDF4, P(EC)™E modification

Equation AB4-AM3 AB4-AM4 AB4-BDF3 AB4-BDF4 ABM_Modified
a7 4.9% 107%, 9.2x 1075, 15x 1072,  2.5x 1073, 1.51x 1073,
N=6,10, 15 1.0x 1074, 3.9x 1075, 6.3x 1073, 7.25% 1074, 1.01x 1074,
2.85x 107° 8.2x 107° 2.5x 1073 2.1x 107* 2.86x 1075
(18) 21.845, 7.628, 394.675, 594.29, 8.6x 107%,
N=6, 10, 20 4.74x 1075, 6x 1075, 4.1x 107%, 5.1x 1073, 1.35x 1074,
4.12x 107° 2.6x 1076 6.36 x 107° 3.62x 1075 4.12x 107°
(19) 2.1x 10°, 1.1x 10°, 5.08x 10%°,  2.8x 10%°, 3.38x 1029,
N=8, 30, 50, 0.57, 0.0105, 106, 1.05 x 108, 1.05x 1074,
100 2.27 x 1078, 1.63x1078, 1.16 x 107°, 2.7 x 1077, 2.27x 1078
6.94x 10710 4.23x 10710 5.86x 1078 4.26x 107° 6.94x 10710
(20) 0.27, 0.0257, 0.204, 3.58%x 102, 2.8x 107, 3.98x 1074,
N=10, 15, 1.47 x 1074, 0.00372, 43.53, 53.54, 1.65x 1074,
20, 100 1.53x 10712 7.5 x 107, 0.0409, 0.08, 1.15% 1073
6.45x 107%3  4.13x 10711 1.05x 1071*  153x 10712

With N is the number of mesh points, so the
step-size h = (b —a)/N. Since the above
techniques are convergent, the error decreases
as N increase. The poor performance for
insufficient small step-sizes when applied to
the stiff equation (18)-(20) show the aukward
of these methods for the stiffness, especially
when the transient in (19) and (20) are
stronger. Table 1 shows this point. The
experimental results also show that the Adams
correctors are superior to the BDF ones. This
is identical to the size of the absolute stability
regions for the corresponding method as
shown in Figures 1-4. These results also show
that for a fairly small step-size, the P(EC)ME
modified produces a supperior results for both
stiff and non-stiff problems [5].

5. Conclusion

Using the above strategy of analyzing the
stability of a predictor-corrector method, we
can be able to figure out the applicability and
the efficiency of the method intended to use for
a particular problem keeping in mind that there
is no best scheme for solving all initial value
problem numerically, but the best one depends
on each problem.

The modification we make here for these
predictor-corrector methods even improves the

approximation, its speed of convergence is not
so high as expected comparing to that of a
conventional corrector when the step-size is
very small. The reason for this probably comes
from the round-off error produced when the
repetitions of the corrector are performs.
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