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LINEAR PURSUIT GAMES ON TIME SCALES WITH DELAY IN
INFORMATION AND GEOMETRICAL CONSTRAINTS

Vi Dieu Minh®, Bui Linh Phuong
University of Agriculture and Forestry - TNU

ABSTRACT

The time scales that enable the integration of the dynamics equations presented by differential
equations and difference equations under the same model are the dynamic equations on time
scales, and many other models are expressed by the dynamic equations on time scales as well. The
pursuit problem is a basic problem of games theory, in which, the motions of two given objects
(the pursuer and the evader) are described by the differential equations involved in the control
variables. In this problem, the pursuer shall construct their control according to the information of
the evader. And in reality, the information constructed by the pursuer is usually delayed for a
certain amount of time. The paper considers some sufficient conditions for completing the linear
pursuit games with delay in information. The controls of the pursuer and the evader are impacted
by the geometrical constraints.
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VE TRO CHOI PUOI BAT TUYEN TiNH TREN THANG THOI GIAN VOI
THONG TIN CHAM VA HAN CHE HINH HQC

Vi Diéu Minh*, Bui Linh Phwong
Truong Pai hoc Nong Lam — DH Thdi Nguyén

TOM TAT

Thang thoi gian cho phép hop nhit cac hé dong luc md ta boi hé phuong trinh vi phan va hé
phuong trinh sai phan dudi cing mot mé hinh chung 1a hé dong luc trén thang thoi gian, dong thoi
nhiéu mé hinh khac cua thuc té cling dugc md ta boi hé dong luc trén thang thoi gian. Bai toan
dudi bt 1a mot trong cac bai toan co ban ctia 1y thuyét tro choi ma & d6 chuyén dong ciia hai ddi
tuong (tam goi la nguoi dudi va ngudi chay) duge mo ta boi cac hé phuong trinh vi phan c6 tham
gia bién diéu khién. Trong bai todn nay, ngudi dudi s& xay dung diéu khién cta minh theo thong
tin clia nguoi chay va trong thyc té, thong tin ma nguoi dudi xay dung thuong bi cham boi mot
khoang thoi gian nao d6. Bai bao nay trinh bay mot s6 diéu kién du két thic tro choi cho bai toan
trd choi dudi bit tuyén tinh trén thang thoi gian véi thong tin cham. Didu khién cua nguoi dudi va
nguoi chay chiu tac dong bai han ché hinh hoc.

T kKhéa: Tro choi dudi bat, thang thoi gian, diéu khién chdp nhdn duwoe, han ché, thong tin chim.
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1. Introduction

Stefan Hilger introduced in his doctoral thesis
[1], the notion time scale. For the last 30
years, mathematical analysis on time scales
and dynamic equations on time scales have
emerged and increasingly developed, see, for
example, [2]-[3]. The time scales that enable
the integration of the dynamics equations
presented by differential equations and
difference equations under the same model
are the dynamic equations on time scales, and
many other models are expressed by the
dynamic equations on time scales as well.
There have been rising interests in the
dynamic equations with controls on time
scales in recent years, see, for example, [2].
The basic results of the differential equation
(theory of qualitative, theory of stability, ...)
and the theory of controls (controllability,
optimal controls,...) have been rephrased
according to the dynamic equations on time
scales, see, for example, [4], [3], [5].
However, to our knowledge, the games on
time scales (the dynamic equations under two
controls in general with opposite targets),
have yet to receive the attention they deserve.

The pursuit problem is a basic problem of
games theory. This problem can be expressed
as follows: The motions of two given objects
(the pursuer and the evader) are described by
the differential equations involved in the
control variables. The goal of the pursuer is to
catch up with the evader as quickly as
possible. The goal of the evader is to keep
themselves from the pursuer for as long and
as distant as possible. Therefore, we can say
that the pursuer needs minimize and evader
needs maximumize the function of distance.
The pursuer shall construct their control u(t)
according to the information about v(t) of the
evader, i.e.,, u(t)=u(v(t)). Persuit games,
described by a differential equations or by a
discrete equations has been studied in many
papers, see, for example, [7], [8]. The persuit
game on the time scales has been studied [6].

However, in reality, the information
constructed by the pursuer is usually delayed
for a certain amount of time. The article
considers sufficient conditions for completing
the linear pursuit games with delayed
information. Results in the article are the
combination of the acknowledged results in
linear pursuit games with delayed information
presented by differential equations and
difference equations (see [7], [8] and
references therein).

2. Substance

2.1 The analysis and dynamic equations on
time scales

Time scales

A time scale is an arbitrary nonempty closed
subset of the real numbers. Throughout this
paper we will denote a time scale by the
symbol T. If T=IR (the set of real
numbers) we have the continiuos time scales.
If T=N(the set of natural numbers) or
T =7 (set of the integers) we have the
discrete time scales. However, the general
theory is of course applicable to many more
time scales , for example,

o0

T= OTk =|J[2k, 2k +1] is a time scale.
k=0

k=0
Let T be a time scale.

Definition 1 (see, i.e, [9]) For teT we
define the forward jump operatoro: T — T
by o(t) =inf{seT,s >t}.

While the
operator p: T — T
by p(t) :=sup{s e T,s < t}.

The  grainiess  function s : T —[0; %) is
defined by u(t) = o(t) —t.

In this definition we put inf G =supT (i.e,
o(t)=t if T has a maximum t) and
supd=infT (e, p(t)=t if T has a
minimum t), where & denotes the empty set.

backward jump

Definition 2 Let T be a time scale.
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For teT. If o(t) >t; we say that t is right-
scattered. While p(t) <t; we say that t is
left-scattered.

Points that are right-scattered and left-
scattered at the same time are called
insolated.

If t<supT and o(t)=t; then t is called
right-dense.

And If t>infT; p(t) =t; then t is called
left-dense.

Points that are right-dense and left-dense at
the same time are called dense.

2.2 The Analysis on time scales

Topology on time scales

Since T has a topology inherited from the
standard topology on the real line . We have
the concept of neighborhood, limits and
continuous functions by natural way.

The set T which is derived from the time
scale T as follows: If T has a left - scattered

maximum M then T*:=T\{M} and
T* :=T otherwise .

Assume a function f : T — R is defined in
T, takes values in R, and t € T*.

Definition 3 A function f: TR

is called regulated provided its right-sided
finite limit exits at all right-dense points in T

and its left-sided finite limit exists at all left-
dense points in T.

Definition 4 A function f : T — R is called

rd-continuous provided it is continuous at
right-dense points in T and its left - sided
finite limit exists at left-dense points in T.

A nxn matrix A(.) which is defined in T is
called rd-continuous if all elements of
A(.) is rd-continuous on T

A  rd-continuous function f:T—>R is
called regressive if 1+ u(t) f(t) #0,Vt e T.
A nxn matrix A(.) rd-continuous is called
regressive matrix if I+ u(t)At) is a
matrix invertible for all teT*. Where
I =1, be unit matrix of order nxn.

The set of regressive matrix will be denoted
by R=R(T,R").

2.3 Derivative on time scales

X:T>R is a
function and let teT*.Then we define
X (t),

to be the number (provided it exists) with the
property that given any ¢>0,there is a

neighborhood U of t (i.e.,
U=(t-0,t+0)nD;Vo>0)such that:

Definition 5 Assume

| IX(o(t) = X(5)] - X* (t)[o(t) — 5] |< | o(t) —s] for all s €U,

We call x*(t) the Delta (or Hilger) derivative of X at t.

The Hilger derivative of vector function x: T — R"

coordinates.

is Hilger derivative vector of each

If T=R then Hilger derivative is the usual derivative and Hilger derivative is the usual forward

difference operator if T =7.

We say that x(.) is A —differentiable (or in short differentiable) on T*if f*(t) exists for all

teT
2.4 Dynamic equations on time scales
Definition 10

Let f:T — R".We say that linear dynamic equations
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XA (t) = AR)x() + f (t),t e T, x(t,) =%, (2.1)
is regressive provided Ae R and f is an rd-continuous function.
Clause (see [9]) Assume that t, €T and Ae‘R is a matrix of order nxn. Then, the initial
value problem X *(t) = A(t) X (t), X (t,) =1, has a unique solution, where | be unit matrix of
order nxn, denoted by @, (t,t,).
Theorem 2 (see [9]) Let A:T* — R™ and f :T*xR" — R" be rd-continuous.

If x(t),t >1, is asolution of dynamic equation X*(t) = A(t)X(t), X(t,) = %,, then we have
X(t) = D, (t,t,)% + j; ®,(r,0(z) f (1)Ar (2.2)

Vector function x(.):T — R" is differentiable on T satisfying (2.1) is called solution or
trajectory of dynamic equations (2.1) on time scale T.

2.5 The linear pursuit game with delay in information and geometrical constraints on time
scales

The linear pursuit process can be described as follows
2% (t) = A(t)z(t) - B(t)u(t) + C(t)v(t), t=>t,,t,t,eT. (2.3)
Where z € R"; functions u(.), u:T — R" is the pursuit control and v(.), v: T — R*

is the evasion control. A(t), B(t),C(t) are matrices of orders nxn,nx p, nxq respectively.
The controls u(t);Vv(t) are measurable functions satisfying Geometrical constraints:
u(t) IS P(t) cRP teT; V(t) eQ(t) cRY teT. (2.4)
In what follows such u(.) and v(.) satisfying (2.4) will be called admissible controls.
For each control u(.) and v(.) are chosen, takes into process (2.3) and uses (2.2) we have

a solution of (2.3) as follows

2(t) =@, (t. )2, | ‘@, (z,0(z))Bu(z) A7 + j; @, (z,0(r))CV(r)Ar.

Let M < R". We shall say that the linear pursuit game (2.3), starting from z(t,) =z, &M s
completed after the time K €T if for any admissible control v(.) of the evader, there exists an
admissible control u(.) of the pursuer such that the solution of the equation (2.3) satisfies
z(K) e M.

We assume that M of the form: M =M, +M, cR", where M, c RM cR", R™ is a
subspace of R" and M, c Rz, R" = R™ @RR":

Let 7 denote the orthogonal projection from R" onto R"z. Then the condition for the pursuit
game to be completed z(K) e M equivalent 7z(K) e M,.

In the pursuit games, we can assume that the information as follows (see [6]): We shall be
interested in computing the value u(t) of the pursuit control at each time t when the values v(t)
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of the evasion control are known for all t, i.e., u(t) :u(v(t)). However, in the real life, the

pursuer is taken delay in information after a finite interval of time. Consequently, according [7]
and [8], we shall define the delay in information as follows.

Assume that there exists aeT,a>0 and r:T, — T be increasing and delta-

diffenrentiable function on T such that r(t) <t for every teT,, T, =TnN[a;+0).

To formulate the admissible control u(.), the pursuer are known the information of (2.3), the set

M on which the game must be completed and specialy, the pursuer are known the information

about the control of evader at moment r(t) implies u(t)=u (v(r (t)))

And, to solve the pursuit process, L. S. Pontriagin defined the geometrical difference of two sets

(we shall call Pontriagin geometrical difference) as follows: Let A, B € R"
A*B:={zeR",z+Bc A}.

Theorem 3 Assume K €T is the smallest number of the t >t,,t € T such that the assumption

are satisfying:

There exists an admissible control U™ (t) on  [t,; ] such that

7, (K,t)2,— [ 20, (K, o (s))B(s)u"(s)As e G(K)+(M, * H(K)),(223)
where H(K):{J.t;(a)ﬂ@/_\(K’O'(S))C(S)Q(S)AS"‘LI((K)/ZCDA(K,O'(S))C(S)Q(S)AS};

t
G(t)=[ 7| ®,(t.o(2)B(r)P(r) * @,(to(r(r)))C(r(e))Q(r(r))r"(7)]Ar
Then the linear pursuit game (2.2.1) with geometrical constraints (2.2.2) is completed after the
time K.
Proof

Relying on (2.2.3), there exists vector g(K)eG(K)and m,(K)eM, = H(K) such that
@A(K,to)zo—L:ﬂq)A(K,a(s))B(s)u*(s)As:g(K)+m2(K).

Assume V() is any admissible control of the evader, implies v(7) e Q(t),t e T.
r(a) K
Then j 7®, (K, o(3))C(S)V(S)As + j 7®, (K, o (3))C(5)V(s)As e H(K).
) r(K)
according to the definition Pontriagin geometrical difference, there exists a vector m, € M, such
that

mZ(K)+Y(Jq)ﬂ(DA(K,O'(S))C(S)V(S)AS—I- _T D, (K, (s))C(s)v(s)As =m,.
o

r(K)

Because of g(K) e G(K). By the definition Pontriagin geometrical difference, we get
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g(K) = J.ﬂ'[CDA(K, o (7))B(r)u(r) =@ (K, o (r ()))C(r ())v(r (z))r* (z)lAz

= [ 29, (K, a(2))B(2)u(z)A7 - [ 2D, (K, o (r (2 ))C(r (2))v(r (e )r* (z) Az

Substituting variable under the integral, let 8 =r(z), A@ =r"(zr)Ar.

Hence
r(k)

[, (Ko (eDCr () (e)r ()]ar = [ @,(K,o(6))C(OV(O)AD.
s r{e)

K r(K)
We obtain g(K):jﬂdbA(K,a(r))B(r)u(r)Ar— '[ 7D, (K,o(8))C(0)v(6)AL.
a r(a)
To construct the admissible control of the pursuer
(r), t,<r<a;
u(r):{ u(r), t,<r<a

u(r), a<r<K.

Where T(7)=u (v(r (r))) Then we have:

70, (K )2, — | 70, (K, o(5) BSU" (9188 = g(K) + m,(K).
K 0 r(K)
= [20,(K,o(@)B@)u()AT - [ 20,(K,c(0))C(O)V(0)A0
a r(a)
r(a) K
+m, — j 7D, (K, o(s))C(S)V(s)As — j 7D, (K, o(s))C(S)V(s)As

. 0
= [ 20, (K,0(2)B@)(7)AT - j: 70, (K, 5(6))C(OV(O) A0 +m,
1, (K1), ~ [ @, (K, o(s)B(s)u"(s)As - [ 7®,(K,o()B@)u()AT+
[, 704K, c@)C@OV©)A0=m,
<7D, (K, )z, - j 7® (K, o(s))B(s)u(s)As + j: 7® (K, o(6))C(OV(O)A0 =m,
S0 AD,(K, )z~ [ Pu(K,o(NBEUEAS+ [ @,(K,oONCOME)A0]=m,

or 7z(K)=m,.

Therefore, the game is completed after the time K.
Means of the coditions in theorem 3 as follows:
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1) On [t,;r] we can't find the information
about the evader so we choesed any control
u’(t) such that (2.2.3).

2) Because we can't construct the control
u(t) of the pursuer correspond to the control

of the evader v(t) with t,<t<r(r) and
r(K)<t<K so we get "inclution
condition”, implies the control is taken to
M, : M, is large enough to "inclution". We
have M, + H(K) = <.

3. Conclusion

In this paper, we have stated and
demonstratedthe linear pursuit game on time
scales with delayed information and the
geometrical  constraint.  This  theorem
presented in the article enabled the integration
of several known results in linear pursuit
games expressed by continuous dynamics
systems and discrete dynamics systems with
the geometrical constrain
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