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Abstract:

Hand gesture recognition has been researched for a long time. However, performance of such
methods in practical application still has to face with many challenges due to the variation of hand
pose, hand shape, viewpoints, complex background, light illumination or subject style. In this work,
we deeply investigate hand representations on various extractors from independent data (such as
RGB image and Depth image). To this end, we adopt an concatenate features from different
modalities to obtain very competitive accuracy. To evaluate the robustness of the method, two
datasets are used: The first one, a self-captured dataset that composes of six hand gestures in
indoor environment with complex background. The second one, a published dataset which has 10
hand gestures. Experiments with RGB and/or Depth images on two datasets show that combination
of information flows has strong impact on recognition results. Additionally, the CNN method's
performances are mostly increased by multi-features combination of which results are compared
with hand-craft-based feature extractors, respectively. The proposed method suggests a feasible and
robust solution addressing technical issues in developing HCI application using the hand posture
recognition.
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Tom tat:

Nhan dang clr chi tay d& dudc nghién clru trong thdi gian vira qua. Tuy nhién, day van I3 mot mang
nghién clru con phai d6i mat véi nhiéu thach thi'c néu muén trién khai trong thuc té€ do: ton tai
nhiéu hinh trang ban tay khac nhau, hinh dang ctia cing mot hinh trang, géc nhin khac nhau, diéu
kién nén phuc tap, diéu kién chiéu sdng, mdi ngudi cd cach thirc thuc hién khdc nhau. Bai bdo nay
s& nghién ctu cach biéu dién ban tay str dung cac bd phan I8p khac nhau trén cac ludng thdng tin
(dnh mau RGB va anh dd sau Depth). Sau d6, cac dic trung dudc két hdp vdi nhau d€ nadng cao
hiéu qua cla qua trinh nhan dang. Cac thir nghiém dugc thuc hién trén cac bd sc sé dir liéu (CSDL)
khac nhau gom bd CSDL tu thu thap va bo CSDL dugc cdng bd trén mang cho cong dong nghién
cltu. Ngoai ra, tac gid cling si* dung mang ndron nhan tao d€ thr nghiém va so sanh vdi cac giai
phap st dung cac bo trich chon dac trung tu thiét ké. Két qua cho thdy giai phap sir dung mang
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naron dat két qua tét han so, trong dé giai phap dé xuat két hgp cac ludng thong tin trén tat ca cac
bd phan I8p dat hiéu qua tot han so véi sir dung tirng ludng thong tin riéng biét. Cac két qua nay
cho thédy, giai phap dé xuét kha thi khi trién khai ('ng dung trong tuong tac gitta ngudi va thiét bj st

dung ctr chi ctia ban tay.

T khoa:

Thiét bi dién tir gia dung, hoc sau, hoc may, nhan dang ctr chi ban tay, tugng tac ngugi - may, da

thé thirc, k&t hdp mudn, két hap sém.

1. INTRODUCTION

Hand gesture recognition has been
become an attractive field in computer
vision [5][11][17][19][20] because of
huge range of it applications such as
Human-Machine-Interaction (HCI) [15],
entertainment, virtual reality [18][21],
autonomous vehicles [15], and so on.

Moreover, its system performance
(accuracy, time cost,...) has been face to
many challenges due to various

appearances of hand poses, non-rigid
objects, different scales, too many degrees
of freedoms, illumination, complex of
background. Thanks to the development
of new and low-cost depth sensors, new
opportunities for posture recognition have
emerged. Microsoft Xbox-Kinect is a
successful commercial product that
provides both RGB and Depth
information for recognizing hand gestures
to control game consoles [12].
Combination these data could be
considered to improve recognition results.
Particularly, Convolutional Neuronal
Networks (CNNs) [14][16] have been
emerged as a promising technique to
resolve many issues of the posture/gesture
recognition. Although utilizing CNNs has

obtained impressive results [13][15], there
exists still many challenges that should be
carefully carried out before applying it in
reality.

The remaining of this paper is organized
as follows: Section 2 describes our
proposed approach. The experiments and
results are analyzed in Section 3. Section
4 concludes this paper and recommends
some future works.

2. PROPOSED METHOD

The main flow-work for hand pose
recognition from RGB and Depth
modalities consists of a series of the
cascaded steps as shown in Fig. 1. Given
RGB-Depth images, hand region regions
are detected, extracted, and recognized.
The steps are presented in detail as the
next sections following:

2.1. Pre-processing data

RGB images (Irgs) and Depth images (Ip)
are captured by the Kinect camera version
1 (640%480 pixels). Because coordinate of
pixels are reflected. It must be calibrated
as presented detail in our previous
research [7].
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Fig. 1. Propose framework for hand posture recognition

(a) RGB image (b) Depth image

(d) RGB hand

(¢) Hand detection on RGB image

(¢) Depth hand

Fig. 2. Hand region detection

2.2. Hand detection

This step aims to have coordinate of hand
region in image. Haar like cascade is

used. That is an object detection
algorithm in machine learning. This
algorithm is proposed by [1]. It is

composed by four stages: Haar features
selection, Integral image creating,
Adaboost training and Cascade classifiers.
In this paper, we used pre-train Haar
cascade model that is trained through all
those steps and authors used a large hand
dataset. The xml file of the pretrained
model is published at [2]. We use three
type models of hand parts such as:
Palm.xml, Wrist.xml and Hand.xml.

Given an input RGB image |4, that is

passed through three Haar like cascade

models to detect RGB hand region 1o

ina RGB image (Fig. 2(c,d)) as presented
in following (1) equation:

RGB __ [ union RGB RGB RGB
I Hand — Fcropt (FPaIm ( IRGB )' I:Wrist ( IRGB )’ FHand ( I RGB ))

1)
Next, coordinate of RGB hand region is
marked on Depth image I,,,,, - Depth hand
region 12°% (Fig. 2(e)) as illustrated in
following (2) equation:

I Depth __ Fmark (I RGB I )

Hand cropt Hand ' " Depth

)
2.3. Hand posture representation

In this section, series of digit hand images

RGB Depth
Ihang @nd 1200 are then represented by

both hand craft-based methods and deep
learning-based method as Sec. 2.3.1.
Then, digit hands are recognized as
presented detail in the following Sec.
2.3.2.

2.3.1. Handcraft-based method

In this part, some state-of-the-art
descriptors are used to extract features for
hand pose such as: SIFT[7], SURF]8],
HOG[9] and KDES[10]. By using those
corresponding descriptors, the number of
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most important key-points of hand i
detected. Hand gesture is then presented

by feature vectors such as: F® =Fg;

F® =Fg F® =Fgand F® = F .

urf ;
Which is presented detail in equations (3),
(4), (5) and (6) (while Ny = 256; N, = N3
= N4 = 1024) following:

28x28,
512 channels
[
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(@)

= —[k® O
RGB/Depth = Froes = [Ki K\, 1

(6)

2.3.2. Deep learning method

Recently, deep learning has been widely
used in computer vision in various
tasks as feature extraction, recognition,
identification. In this research, Resnet50
model is utilized to extract feature of
human hand. This convolutional neural
network composes of 5 Conv layers and
FC layer. The architecture of pertained
Resnet50 network is illustrated in the
following Fig. 7:

14x14, TXT,
1024 channels 2048 channels
I L

Res3d

Resaf Res5c

) =

@ 1 )T
Froe/Depth = Fore =K KGT  (3)
(2) 2 24T
Froe/Depth = Fsure = [K{” KT (4
©) _ _k® @17
FrRGB/Depth = Fros =K1 Ky, ] ®)
x3 x4
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Fig. 3. The Resnet50 architecture

RGB Depth
Hand Hand

different sizes that are then resized to
(224x224pixels). These same dimension
hand images are utilized as inputs of this
Resnet50 convolutional neuron network.
Then, this network is used as feature
extractor. The dimension of output feature
is taken at last FC layer of network and
the feature size is presented by
FO=F (1xN, )(N, =1000)as  following

~ " Resnet50

(7) equation:

The cropped images | and | are

2.4. Hand gesture classification

The features F®;..;F® (extracted from
RGB and Depth information) are utilized
as the inputs of the classification
strategies late fusion and early fusion as
presented in the following sections:

2.4.1. Early fusion strategy

In this part, modalities of hand posture
representation that are extracted from
RGB and Depth hand images (as
presented in previous section) by five

S T
Fé(—‘?B/ Depth ~ Fresnetso = [Kl(S) Kr(\i)] @)
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descriptors. RGB and Depth features of
the same extractors are combined
together. Both of features are normalized
in following equation:

Fout = {” F;zesv Fli‘)epth ;=234 5)} (8)
Next, F

m

features are inputs of the SVM
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classifier [6] that is utilized as multi-class
SVM classifier. The output of multi-class
SVM will be one number value among
{0, 1, 2, ..., N} with N is number ID of
gestures in dataset.

RGB

.

~Gesture”
S _label

SVM
classifier

Features
concatenation

-

Depth

feamre
extraction

Fig. 4. Early fusion strategy

2.4.1. Late fusion strategy

Differ from early fusion method, in this
case, exploiting features derived from
multimodal data are independently used
as input of the separate SVM classifiers
[6] as illustrated in the following Fig. 5.
Then, at decision layer, output scores of
classifiers are decision vectors ( D, and

Dpen) that are combined to obtain the

final results. This method requires one
more classifier as well as long time cost
than early fusion. Furthermore, it is more
flexible and easy to expand model.
Additionally, it allows to use the classifier
that is best suitable for the each modality.

The results of fusion strategies are
presented detail in the following Sec. 3.

T Pre- RGI hand RGE STRGE T,
( RGB ) T " = feature i .
| proessing detection . : classilier L SLOTE
extraction ==
Fusion “Giesture ™,
multi-modalities ‘a___I_aL‘E_l__,-)
: Deplh J
e — j [&h] i 7 T A
Py Depth hand WM < Depth ™,
Drepth M}" B af DRI e el 5 o et < ),
M ProCessIng TLEIOT ) clussificr . SLOTY
extraction =

Fig. 5. Late fusion strategy

3. EXPRIMENTAL RESULTS

The proposed framework is warped by
Python program on a PC Core i6 4.2 GHz
CPU, 8GB RAM, NVIDIA 8G GPU. We
evaluate performance of the hand gesture
recognition on EPUHandPose2 dataset

and KinectLeap [19] dataset. In entire
evaluations, we follow Leave-p-out-cross-
validation method as presented detail in
[11], with p equals 1. It means that
gestures of one subject are utilized for
testing and the remaining subjects are
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utilized for training. Three evaluations are
considered such as: (1) How is the better
between Hand-craft and Deep learning
feature method; (2) Comparison of
accuracy recognition rate between kernel
SVM classifiers; (3) Compare accuracy of
fusion strategies. The detail evaluations
are presented as following sub-sections:

3.1. Evaluation of hand recognition rate
on different feature representations

In this evaluation, we test the accuracy
rate of various Hand-craft feature
representation with SVM  classifier.
EPUHandPose2 dataset is used in this
work. The accuracy is evaluated at
independent modalities RGB and Depth.

(ISSN: 1859 — 4557)

Look at the Fig. 8, it is apparent that the
Resnet-based descriptor obtains the best
percentage at both flows, 95.3% for RGB
and 90.5 for Depth. While SIRF
descriptor is lowest accuracy in overall
that is stood at 34.5% and 28.3%,
respectively. In Hand-craft extractors,
KDES feature obtains the best evaluations
(at 90.3% and 78.2%) that is dramatically
higher than remain extractors. Moreover,
accuracy of the hand craft-based methods
(SIFT, SIRF, HOG, and KDES extractors)
are far smaller than the deep learning-
based approach. Therefore, in this paper,
the Resnet model and KDES model will
be utilized in the next experiments.

Single modalities for hand gesture recognition

Accuracy (%)
(=,
[=]

SIFT
345
283

SURF
47.8
44.7

®mRGB
= Depth

70
50
40
30
20
10

0

HOG
68.4
50.2

KDES
90.3
78.2

RESNETS0
95.3
90.5

Feature descriptor

mRGB ®Depth

Fig. 6. Accuracy with the different feature representations

3.2. Comparison between Kernels of
SVM classifiers

In this Section, two evaluations are
performed on four Kernels of SVM
classifiers: Linear, Sigmoid, RBF and
Poly. Two datasets are used in this
evaluation as: EPUHandPose2 dataset and
KinectLeap[19] dataset.

In the first case, the best KDES feature
extractor is used. A glance at the Table. 1,

it is clear that, the RBF kernel obtains the
best accuracy on all modalities in both
two datasets, at 90.3% and 78.2% for
RGB and Depth of EPU dataset while
KinectLeap dataset are 78.4% and 60.2%
respectively.

In the second cases, we try to evaluate on
deep learning-based feature. Given the
Table. 2 that shows a comparison of
recognition accuracy of four various
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Kernels at two datasets. It is evident from
the information provided that RBF Kernel
has by far the highest percentage in
almost cases (at 97.2%, 92.6% for EPU

for KinectLeap dataset. This evaluation
illustrates that, the deep learning method
is more efficient than hand craft-based
method over the period show. In addition,
the highest hand-craft-based methods
(KDES-SVM) are far lower than CNN
method. Also note worth is fact that
Resnet50 model is more likely to deploy a

real application.

3.3. Hand gesture recognition using

various fusion strategies

A glance at the figure provided reveals
hand pose recognition accuracy of fusion
methods (late fusion and early fusion) of

dataset and 93.2% and 90.6% for
KinectLeap dataset).
Table 1. Hand craft-based feature
on various Kernels of SVM
Dataset
Kerne EPU dataset KinectLeap
SVM
RGB | Depth RGB Depth
Linear 85.1 72.2 734 58.6
Sigmoid 15.6 11.2 13.6 10.8
Rbf 90.3 78.2 78.4 60.2
Poly 86.9 78.3 71.3 60.1
Table 2. Deep learning-based feature
on various Kernels of SVM
Dataset
Kernel EPU dataset KinectLeap
SVM
RGB | Depth | RGB | Depth
Linear 95.3 90.5 91.6 89.7
Sigmoid 25.7 23.4 27.8 154
Rbf 97.2 92.6 93.2 90.6
Poly 86.9 78.3 88.9 79.3

Moreover, results of Linear Kernal are
slightly lower than RBF method at 95.3%,
96,5% for EPU dataset and 91.6%, 89.7%

two cues (RGB and Depth flows) during
the period shown. It could be seen from
the Fig. 7 that, combination of both RGB
and Depth information obtains higher
accuracy  than independent  cue
representation. Additionally, the early
fusion method obtains the best hand
gesture  recognition accuracy, with
the highest value at 99.1% on
EPUHandPose2 dataset and 94.3% for
KinectLeap dataset. While late fusion
approach accounted by far on both two
EPUHandPose2 and KinectLeap datasets
at 96.3% and 91.6%, respectively.

Hand gesture recognition using different fusion strategies
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4. DISCUSSION AND CONCLUSION

In this research, an approach for hand
pose recognition system that combines
multi-modalities (RGB and Depth
images). This paper has deeply
investigated the results of some state-of-
the-art feature extraction methods as
SIRF, SURF, KDES, HOG and Deep
learning method. Experimental try in
order to test on various Kernels of SVM
to choose best suitable model for different
features. Experiments are conducted on
our captured dataset and the published
dataset. Furthermore, the evaluations lead
to some following conclusions: i)
Concerning both hand craft-based and
CNN issues, the proposed method has

(ISSN: 1859 — 4557)

obtained highest performance on both
datasets. It is simple approach and obtains
high accuracy system. So one of
recommendation is to combine with
others features such as optical flow and/or
texture of hand as well as create larger
training dataset to obtain the higher
accuracy of hand posture recognition; ii)
The proposed method will be evaluated
on other published datasets.
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