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Abstract

In recent years, Software-Defined Networking (SDN) is a new network architecture that
has been gaining popularity. This promises to simplify network control and management
with centralized control of the network, but it also increases the risk of a single point of
failure (SPOF) in the network. To mitigate SPOF, more cyber security research is needed on
SDN networks. On the other hand, intrusion detection systems (IDSs) play a crucial role in
SDN security by dealing with external threats. Machine learning-based IDSs are well-suited
for SDN because they can be trained on a centralized controller. However, there is limited
research on SDN intrusion detection systems. Existing literature often treats SDN intrusion
detection as similar to intrusion detection in traditional computer systems. This approach can
be problematic because SDN networks have different characteristics than traditional computer
systems. In this paper, we propose a new method for SDN intrusion detection using machine
learning. Our method addresses the problem of data imbalance, which is a common problem
with machine learning datasets. We also evaluate our method on the most recent public SDN
intrusion detection dataset. Our results show that our method can achieve high accuracy and
low false alarm rates. Finally, we evaluate the performance of our method in two different
SDN scenarios: with and without load balancing. Our results show that our method can
achieve high performance in both scenarios.

Index terms

Software-Defined Network, intrusion detection system, machine learning, data
augmentation.

1. Introduction
1.1. Overview

The increasing complexity of network technologies, both hardware and software, has
made manual network operation and management inefficient and inflexible. To address
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these challenges, modern networks are adopting automation and softwareization using
advanced technologies such as SDN, which is a network architecture that separates the
control plane from the data plane. The control plane is responsible for making decisions
about how traffic should flow through the network, while the data plane is responsible
for carrying out those decisions. This separation of concerns allows for centralized
network control, which can improve efficiency, flexibility, and scalability. In addition
to centralized control, SDN also offers a number of other benefits, such as:

o Improved security: SDN can be used to implement security policies more easily
and effectively.

« Increased visibility: SDN provides a single view of the entire network, which makes
it easier to troubleshoot problems.

o Reduced costs: SDN can help to reduce costs by simplifying network operations
and management.

As the need for network complexity continues to grow, SDN is becoming an
increasingly important technology for modern networks. By automating and
softwarizing network operations, SDN can help to improve efficiency, flexibility,
scalability, security, visibility, and cost-effectiveness.

Instead, the data plane just forwards the traffic based on the configurations provided
by the control plane. The control plane can control and view the network centrally, so it
can make smart decisions to manage and operate the network securely. The advantage of
SDN is indisputable, and it is increasingly widely used in data centers and enterprises.
It is estimated that by 2027, the SDN market could reach 52 billion USD [1].

With a series of advantages of SDN, it is gradually growing in popularity, along
with the attention of attackers. The control plane of SDN will control and manage
the network centrally. Once attacked, the attacker has the ability to control the entire
network, inadvertently turning SDN into an attack target.

By infiltrating the SDN server, they can gain unauthorized access and take away
important system information. Attacking SDN’s controller is their ultimate goal. As we
know, the controller is considered the brain of SDN. They can perform attacks like
Denial-of-Service (DoS), Distributed Denial-of-Service (DDoS), Brute Force attacks,
and many more.

It is extremely important to detect such attacks quickly so that prevention methods
can be implemented. Normally, we would be able to think of IDS [2] as a common
way to detect such attacks. More importantly, current IDS mostly use rules to detect
attacks that have certain weaknesses, while IDS rely on network traffic analysis and
packet characteristics to detect intrusions is showing superiority in terms of advantages.
Supposedly, that traffic does not fall under the rules that the network administrator sets
for a traditional IDS, but with an IDS using packet analysis, they can still be detected.
This improves the quality of detecting malicious packets and attacks on network systems,
helping network administrators quickly prevent attacks.
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Using Machine Learning (ML) to analyze network packets and build IDS is not
too strange. ML proved to be significantly superior in accuracy to traditional IDS.
However, previous researchers have not focused on detecting the details of these attacks.
This, if detected, will help administrators take appropriate measures to prevent attacks.
Furthermore, most datasets they use to train ML algorithms are imbalanced. This leads
to learning algorithms biased towards a label that is more visible when training and
produces errors when predicting the flow later.

1.2. Our contributions

This paper focuses on developing an IDS for SDN to detect and predict which type
of attack. To do that, we propose a new method to get balance the original data set
and apply it to ML algorithms to improve accuracy. We believe that our work makes
a significant contribution to the field of SDN security and can help to improve the
security of SDN networks.

Our contributions to this paper are explained as follows:

« Create a balanced dataset: The dataset collected from the wild will have a lot
of imbalance, most of which are recorded when there is no attack. This makes
the learning models greatly skewed. The fact that the data to train the model is a
very important balanced dataset will determine the success of the IDS for SDN.
Therefore, our first contribution in this paper can be mentioned as the creation of
a balanced SDN network dataset.

o Discover the best method: Applying machine learning, experiment, and find
suitable methods and algorithms to detect and classify attacked data. Help
improve IDS performance.

o Find a suitable load balancing algorithm: Evaluate the performance of web
servers in SDN with and without load balancing. Find a load-balancing algorithm
suitable for the problem. Help improve the performance of the load-balancing
system.

1.3. Roadmap

The rest of this paper is arranged as follows. Section 2 discusses the related work and
theory analysis. In Section 3, the proposed method algorithm is described in detail. The
experimental results and comparisons are shown in Section 4. Finally, a short conclusion
is drawn in Section 5.

2. Related work

Intrusion detection is a difficult problem [3], which has been attempted by previous
researchers to solve particularly in SDN. Most recent research works focus on applying
ML [4]-[6] to build IDS for SDN. Deep Learning (DL) is also used in some research,
but not much. In this section, we will discuss some of the previous studies.
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In the paper [7], the authors have built an IDS system using ML algorithms on the
available data set. They experiment with basic machine learning algorithms. The results
show that using ML to build IDS gives relatively good results, reducing dependence
on leading experts and replacing the need for a large amount of data to train models.
However, the method proposed by the authors has many limitations, not overcoming the
inherent weaknesses of the data set as well as improving the efficiency of IDS attack
detection. The training dataset is still imbalanced and the accuracy is not high.

In more detail, the paper "InSDN: A Novel SDN Intrusion Dataset" presented IDS
using ML in SDN has greatly contributed to generating a relatively large and rich
dataset of attacks in SDN [8]. This is the foundation for subsequent researchers to
develop highly transparent ML-using IDSs for SDN systems. The authors also tested
the generated dataset with basic ML algorithms and achieved very good results with
specific detection of each type of attack. However, in this paper, the authors have not
solved the imbalance problem and are using a model to detect attacks in binary form,
which has not been done at the multi-class level.

In another paper [9], the authors proposed a method to detect early attacks in SDN
networks. The method proposed by the authors is to take a set of 9 features and then
transform them through CNN to obtain a 128-dimensional feature vector. Then, let that
feature vector go through algorithms like XGBoost and Random Forest (RF) for training.
The solution method of the author group is relatively good and practical, and the training
time is relatively low. However, they can only do it at the level of detecting attacks and
not being attacked, not solving the problem of what type of attack. Furthermore, their
data imbalance problem has not really been paid attention to and resolved.

There are also some studies [10] on applying ML and DL to IDS problems. They
summarize in detail the methods that have been applied, and the technologies applied
are relatively new. However, the authors use data sets that are not large enough, and the
data imbalance is not resolved.

In the paper "Network intrusion detection in software defined networking with self-
organized constraint-based intelligent learning framework" [11] the authors have also
outlined a number of ways to use ML to detect network intrusions, but the problem
they focus on solving is to reduce the error when the model predicts as well as to avoid
problems such as overfitting. The paper also has many advantages, however, the solution
proposed by the authors still has many limitations.

The application of Artificial Intelligence (AI) to systems is gradually gaining
popularity. There are many research works related to network intrusion detection using
Al A group of authors synthesized methods to apply Al network intrusion detection
in SDN [12]. However, the paper has not yet provided solutions for the weaknesses of
the existing works.

In the paper "Survey on SDN based network intrusion detection system using
machine learning approaches" [13], the authors have synthesized methods of network
intrusion detection using Machine Learning. The paper also mentioned tools that can
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develop Network-based Intrusion Detection System (NIDS) in a real environment. The
author group has surveyed and presented the most recent research projects. However,
the methods they came up with have not yet solved the problem of data imbalance.

Applying DL is also a very positive direction. There are many groups of authors
who have applied different deep learning methods to realize that. In the paper "A novel
approach to network intrusion detection system using deep dearning for sdn: futuristic
approach" [14] the authors used 12 features out of 41 features in the NSL-KDD dataset
by the feature selection method. The results of the paper are relatively good and capable
of practical implementation. However, the paper uses a general data set for the IDS
system, and it has not been specialized for SDN.

With previous studies, we propose a new method. Our method proposes to balance
the data and detect the details of each type of attack.

3. Our proposed method

INSDN dataset
Data Data Data Train [Train and Evaluate|
Pre-processing Augmentation Model

Data Test

\ Web servers Load Balancer Evaluate
/ Configuration  / Configuration System

Fig. 1. Pipeline for experiments of this paper

|  Conlusions |

\ /

In traditional networks, IDSs are often placed behind firewalls. IDS usually gets data
from the SPAN port of the switch so that it can take the data exchanged in the network
and make predictions. In SDN, all traffic network is passed through the SDN controller.
Therefore, we recommend placing the IDS behind the firewall and getting the traffic
network from the SDN controller. In this paper, the pipeline we perform experiments
is shown in Fig. 1. Our proposed IDS is set up as shown in Fig. 2. After training
the model, ML obtained the model with the best classification ability. We apply that
model to network intrusion detection for SDN. Network traffic will go from the client
through the SDN controller and to the server. When going through the SDN controller,
the network traffic is routed through the IDS. At this point, if IDS detects an anomaly
and classifies it as intrusive, an alarm is issued.

In this section, we focus on solving data imbalance problem of InSDN dataset [7].
Then, conduct experiments with ML algorithms to evaluate the network intrusion
detection results before and after data equalization.

In an equivalent experiment, we setup networks with Mininet! for virtual environment

"http://mininet.org/
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networks and Ryu? for the controller of the networks. We also configure load balancing
to compare the performance of the system with and without a load balancer.

Openflow switch
Internet

e s
o EOY ] i
EEEEE) = B Mg “

Router Firewall

SDN cdntroller

Openflow switch

Fig. 2. IDS location in SDN

3.1. Proposed approach

Data imbalance is one of the big problems in ML [15], where the majority class
(the class that is most common in the data) is much more prevalent than the minority
class (the less common class). This can lead to ML models that are biased towards
the majority class and can make it difficult to detect minority class instances. There
are many ways to deal with data imbalance, such as down-sampling, over-sampling,
cost-sensitive learning, and so on. However, using down-sampling will reduce the data
significantly. This may lead to missing training data for the model.

In this paper, we propose a method to balance the data using over-sampling. Using
Synthetic Minority Oversampling Technique (SMOTE) [16] to be precise. It was
described by Nitesh Chawla et al. published in the paper “SMOTE: synthetic
minority over-sampling technique.” [17] in 2002. SMOTE operates by identifying
instances that are proximate in the feature space [18], establishing a connection
between these instances, and generating a fresh sample along that connection.

We designed and built a basic SDN using Mininet and Ryu controllers. This servers
to evaluate the performance of the SDN system with load balancing and without system
load balancing.

3.2. Data pre-processing

We proceed to clean the existing dataset. Any records with the "Nan" field will be
deleted. We then proceed to solve the data imbalance problem by using methods such as

Zhttps://ryu-sdn.org/
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over-sampling and down-sampling. However, we found that the down-sampling method
lost extreme data, so we did not continue to use this method in our experiments. Then,
split the dataset into train, test, and validate sets at the rate of 80, 10, and 10.

3.3. Data augmentation

SMOTE is a ML method designed to address class imbalance in classification tasks.
It works by generating synthetic instances for the minority class, using interpolation
between existing minority class data points. This helps balance the class distribution
and improve the performance of classification algorithms on the minority class. For
SMOTE data augmentation method, the features of the generated data will be different
from the original data, but a similar proportionality will be maintained. The process of
creating synthetic samples ensures that the features of the new samples accurately reflect
the relationship between the features of the original sample and its nearest neighbors.

For each feature in the original sample, a neighboring sample is chosen, and a new
sample is created by adding a fraction of the difference between the neighboring sample’s
feature and the original sample’s feature to the original sample’s feature.

In this study, we employ SMOTE [18] as a means to enhance the current dataset.
By leveraging SMOTE, our aim is not only to expand the data but also to establish a
balanced representation across different devices. To achieve this, we utilize the largest
number of device samples and enhance SMOTE to generate an equivalent number of
samples for the remaining devices [19].

Our approach consists of two sequential steps. Initially, we employ the Imblearn
library [20], specifically utilizing the over-sampling technique, to augment the dataset.
Subsequently, we apply this method to our specific dataset and achieve comparable
outcomes as Fig 3.
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Fig. 3. Before and after using data augmentation
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4. Results and comparison
4.1. Experimental environment

Our experimental environment is on a PC with the following configuration: Intel
17-10700f CPU, 32 GB RAM, and 16GB VRAM RTX A4000 VGA card. We choose
Python language and jupyter notebook platform to perform the experiments. When we
train the model, we use Python version 3.6.13, sklearn 0.24.2, tensorFlow 2.6.2,
numpy 1.19.2, pandas 1.1.5, and some other tools to analyze and train the model in
the experiment.

In this paper, we use some popular ML algorithms for testing such as Random Forest
(RF), XGBoost (XGB), LightGBM( LGBM), and some others. They require the use
of relatively different libraries. RF belongs to sci-kit learn library, XGB belongs to
XGBoost library and LGBM belongs to lightgbm library.

4.2. Dataset preparation

In this section, we describe the dataset that we use to train our ML algorithms. We use
the InSDN dataset [8], a relatively large dataset created in 2020. This dataset contains
many different types of SDN network data. Including data on various attacks such as
Dos, DDos, Web-attack, and many other types of attacks.

This dataset includes 343889 different records of network traffic in SDN. It consists
of 84 columns of which 83 columns are network features and 1 column is label. Probe
attacks accounted for the largest share up to 98129 records, and the U2R attacker was
the smallest with 17 records.

As we can see, this is a relatively unbalanced dataset. The difference in records
between labels is relatively large. We solve the data imbalance problem by using over-
sampling with the SMOTE method. The results after using we get a balanced dataset
as Fig 3.

4.3. Result of machine learning application in intrusion detection

We tested in turn with algorithms such as Decision Tree, RF, XGB, LR, and LGBM.
First, we experiment with the original data set. Next, we experiment with the balanced
and enriched data set.

The algorithms we use are from libraries such as sklearn, lightGBM, and XGBoost.
They were all tested with the default parameters provided by the respective libraries.
Throughout the experimentation process, we did not alter any default parameters for the
algorithms within these libraries.

Looking at table 1, and Fig. 4 we see that the results when not applying the method
to balance the data and after applying there are obvious differences. Before applying,
the data set was unbalanced, so indexes like F1-score were very low, and there was a
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Table 1. Results using the methods

Method Accuracy | Precision | Recall | Fl-score

Decision Tree 0.9755 0.9311 0.9457 | 0.9398
Random Forest 0.9915 0.9604 | 0.9815 | 0.9704
XGBoost 0.9833 0.9645 0.9890 | 0.9835

Logistic Regression 0.6755 0.5545 0.6208 | 0.6932
LightGBM 0.8156 0.7839 | 0.7943 | 0.7108
Decision Tree + Aug 0.9972 0.9955 0.9912 | 0.9983
Random Forest + Aug 0.9995 0.9932 0.9967 | 0.9936
XGBoost + Aug 0.9988 0.9962 | 0.9990 | 0.9986
Logistic Regression + Aug 0.6955 0.6549 0.6188 | 0.6898
LightGBM + Aug 0.9954 0.9987 | 0.9943 | 0.9981
InSDN [8] + Random Forest - 0.9942 0.9969 0.9955
NIDS-DL [14] + CNN 0.9863 0.9845 0.9898 | 0.9872

certain difference between the indexes. After applying, we see the results are improved
a lot, and the Fl-score is improved a lot.

The algorithm for the highest accuracy is RF with 99.95%. However, the XGB
algorithm has the largest Recall and Fl-scores at 99.90% and 99.86%, respectively.
This index reflects the learning level of the model with the unbalanced data set. With
the current stats showing, the XGB algorithm is doing the best.

Scores by classifier

1.0 4
0.9 1
@ 0.8
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Methods

Fig. 4. Scores of the methods
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4.4. Evaluation of software-defined networking system with load balancer

Managing system resources is critically important as it directly impacts the
optimization of system performance, particularly in computer networks and distributed
systems. Load balancing systems help optimize servers and system resources,
preventing overload and imbalance, thus enhancing the overall operational efficiency
of the system.

In this section, we have built a simple SDN network. By using Mininet and Ryu
controller, we can easily build a simple SDN network. We use the simplest topology,
star, to design the network. The network consists of 10 clients, three web servers, one
switch, and one controller.

Setup three web servers to open port 80, providing HTTP services. With the web
server installed as Apache. Program the Ryu controller to test all 3 cases: non-load
balancer, load balancer with round robin, and load balancer with weight round robin.
With weight round robin we set the weights for servers 1,2,3 to be 1,3,5, respectively.

-
clientl

[ ]

client1

EYPPER - (]

— ]
:
_ serverl :
= \ i / == \ :
\ .
[ > [ ] C L]
client3 / 51 \ serverz dient3 / 51 server
=l / - = /
Topology with (o Topology without
client10 Load Balancer client10 Load Balancer

Fig. 5. Topology of SDN

We measure the response time of the system in all three experiments. To perform the
measurement, we set up the network topology, as shown in Fig. 5. We used Mininet and
Ryu controller to build the network. For the load balancer experiment, we programmed
the Ryu controller to coordinate the traffic to the respective servers. With the round
robin algorithm is 1,1,1 and with the weight round robin is 1,3,5.

Table 2. System response time

Method max avg min
Non-LB 23.8ms | 13.2ms | 0.5ms
LB-RR 13.8ms | 7.2ms | 0.4 ms
LB-WRR | 15.3ms 7.5ms | 0.51ms

As shown in table 2, the response time of LB-RR is smaller than the others. The
response time of the system with load balancing is comparatively much better than the
system without load balancing. In particular, the round robin algorithm proved to be
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superior when there were significantly better coefficients. The fastest response time was
0.4 ms, and the longest was 23.8 ms.

Based on the research findings, we propose an SDN system utilizing load balancing
and constructed with the Round Robin algorithm. This system can be configured with
any server and network topology, ensuring adaptability to the system architecture. In
practical scenarios, if servers have different configurations, the weight round robin
algorithm should be employed to ensure optimal system performance.

5. Conclusions

SDN is a relatively new and highly applicable field. However, it also has many
potential security problems when centralizing control in the controller. The study of
network intrusion detection methods is extremely necessary for the system.

In this paper, we have proposed a ML-based IDS for SDN using network traffic. Our
method achieved high accuracy and low false alarm rates in both SDN scenarios. We
believe that our method can be used to improve the security of reality SDN networks.
On the other hand, we also propose a method to solve the data imbalance problem. This
is a relatively complex problem and our solution has yielded very good results. At the
same time, we also evaluated the performance of the SDN network with and without
the load balancing system.

In the future, we plan to study DL models for SDN intrusion detection. We will
investigate the use of different DL models for SDN intrusion detection. We will also
explore the use of transfer learning, which is the practice of using a model trained on
one task to solve a different task. In addition, we will work with some companies to test
the actual implementation of our model on their network. This will allow us to evaluate
the performance of our model in a real-world setting. We believe that our work has the
potential to make a significant contribution to the field of SDN security. By studying
deep learning models and testing the actual implementation of our model on a given
company, we can develop a more effective IDS for SDN networks.
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PHAT HIEN XAM NHAP
SU DUNG TINH NANG LUONG MANG CHO MANG
PUGC XAC DINH BANG PHAN MEM

Duong Vin Dadn, Trdn Nam Khdnh, Ta Minh Thanh

Tém tit

Trong nhiing nim gan day, Mang dugc xdc dinh bang phan mém (SDN) 1a mot kién tric
mang mdi dang tré nén pho bién. Diéu nay hia hen sé don glan héa viéc kiém soat va quan
ly mang v6i kha ning ki€m sodt mang tap trung, nhung né cung lam tang nguy ¢o xay ra
16i mot diém (SPOF) trong mang. Dé giam thi€u SPOF, can c6 thém nghién ctu vé an ninh
mang trén mang SDN. Mt khac, hé thong phat hién xam nhéap (IDS) dong mét vai tro quan
trong trong bao mat SDN bing cach xit Iy ciac mdi de doa bén ngoai. IDS dya trén mdy hoc
rit phit hop véi SDN vi chung ¢6 thé dugc huin luyén trén bo diéu khién tap trung. Tuy
nhién, nghién ciu vé hé thong phét hién xAm nhap SDN con han ché. Cic tai liéu hién c6
thu‘dng coi viéc phat hién xam nhap SDN tuong tu nhu phat hién xam nhap trong cac hé
théng mdy tinh truyén thong Cich tiép can nay co thé c6 vin d& vi mang SDN c6 nhling
dic diém khac v6i hé théng mdy tinh truyén théng. Trong bai bao nay, chung t61 dé& xuat mot
phd(jng phap méi dé€ phat hién xam nhap SDN bing cach st dung may hoc. Phuong phap
clia chiing t0i gidi quyét vin dé mit can bang dif ligu, ddy 1a mot vén dé phg bién véi bo
du liéu hoc may. Chung toi cung danh gia phu’dng phap clia minh trén tap du li€u phat hién
xam nhdp SDN cong khai gan day nhét. Két qua cta chung t6i cho thiy phuong phap nay
c6 thé dat dugc d chinh xdc cao va ty 1€ canh béo sai thip. Cubi cung, chung toi danh gia
hiéu suit ctia phuong phép trong hai kich ban SDN khéc nhau: c6 va khong c6 cin bang tai.
Két qua nay cho thiy phuong phép ciia chiing t6i c6 thé dat dudc hiéu suét cao trong ci hai
kich ban.

Tu khoa

Mang dudc xdc dinh bang phan mém, hé thdng phat hién xam nhap, hoc mdy, ting cudng
dir liéu.
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