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Abstract

Multi-Objective Evolutionary Algorithms (MOEAs) have been widely used for solving
multi-objective optimization problems (MOPs). As the number of objectives is more than
three, MOPs are regarded as many-objective optimization problems (MaOPs). They bring
difficulties to existing MOEAs in terms of deterioration of the search ability, requirement
of exponential population size, visualization of results, and especially computation cost.
Although in real world, numerous optimization problems are considered as MaOPs but they
contain redundant objectives. With these problems, removing the redundant objectives can
alleviate these difficulties of MaOPs. Recently, clustering has been applied to remove redun-
dant objectives such as Mutual Information and Clustering Algorithm (MICA-NORMOEA)
and Objective Clustering-Based Objective Reduction Algorithm (OC-ORA). However, these
clustering-based algorithms are computationally complex and they also manually tune a set
of parameters. This paper proposes a clustering-based objective reduction method (COR) for
MaOPs. The proposed method is more efficient than existing ones and it can automatically
determine these parameters. Moreover, the proposed method still achieves comparable results
with existing methods.

Index terms

Many-objective optimization problem, PAM, Silhouette, objective reduction.

1. Introduction

N many areas of social life, there often exist optimization problems with more
Ithan one objective which conflicts to each other. These problems are referred as
MOPs [1]. One of the most common method to deal with these problem is to use
evolutionary computation (EC) techniques such as genetic algorithm and particle swarm
optimization [2]. EC has advantages including the simplicity of the approach, broad
applicability, outperforming traditional methods on real problems, and capability for
self-optimization [3]. MOEAs refer to algorithms using EC technique to evolve solutions
for MOPs. MOEAs can evolve multiple solutions in a single run. Moreover, they can
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achieve better solutions than traditional methods. For example, NSGA-II [4] is one of
the most well-known MOEAs.

MOPs with more than three objectives are usually considered as many-objective
problems (MaOPs). When dealing with these MaOPs, MOEAs encounter a number
of obstacles. First, if applying Pareto-based MOEAs, a majority of population becomes
“good” equally, so it is difficult to select candidates for next generation. Second, the
size of population needs to increase exponentially to describe possible solutions. Third,
it is difficult to envision solutions for decision makers to select a final solution [5].

The approaches for solving MaOPs can be categorized into 5 groups [6]: preference
ordering relation-based, preference incorporation-based, indicator-based, decomposition-
based, and objective reduction. The first four groups suppose that there is no redundant
objectives in a given problem and try to directly alleviate or eliminate the difficulties
encountered. For instance, NSGA-III [7] belongs to these groups. In contrast, the last
group which is called objective reduction supposes that there remain redundant objec-
tives in the given problem, and try to find a minimum subset of the original objectives
which can generate the same Pareto Front as whole original objectives do [8, 9, 10].

By reducing the redundant objectives, the objective reduction approach has three main
benefits. First, it can reduce the computational load of an MaOEA, i.e. it makes less
time to operate and less space to store. Second, the problem with selected objectives
can be solved by other MOEAs. Finally, thank to pointing out the redundant objectives,
it can help decision makers understand the MaOP better. It is consistent with other
approaches and is easy to be combined with other approaches [8, 11].

There exist two main objective reduction approaches. Those are dominance structure-
based approach and correlation-based one. The first approach tries to retain the domi-
nance relations as much as possible when removing redundant objectives in the given
nondominated solutions [12, 13]. That is synonymous with solving the NP-hard prob-
lem which determines a minimum subset of objectives without lossing information
(MOSS) [14]. The second approach aims to keep the most conflict objectives and
remove the objectives that are low conflict, or non-conflict to other(s). This approach
uses the correlation or mutual information of non-dominated solutions, which are used
to measure the conflict between objectives [15, 16, 17].

Clustering involves grouping a set of objects in such a way that objects in the same
group are more ‘“‘close” to each other, and objects in the different group are “far”
to each other. Recently, clustering has been used as a correlation based approach to
remove redundant objectives when solving MaOPs [18, 19, 20]. In [18], objectives are
divided into homogeneous neighborhoods around each objective. After that the most
compact neighborhood is selected, the center of the neighborhood is then retained
while other of that are discarded. Mutual Information and Clustering Algorithm (MICA-
NORMOEA) [19] and Objective Clustering-Based Objective Reduction Algorithm (OC-
ORA) [20] use partitioning around medoids (or PAM in short) clustering algorithm to
cluster objective set and remove redundant objective(s). However, these methods are

20



Journal of Science and Technique - Le Quy Don Technical University - No. 202 (10-2019)

computationally expensive and they need to provide a set a parameter in advanced.

This paper proposes a clustering-based objective reduction method (COR) for remov-
ing the redundant objectives in MaOPs. Instead of requiring a number of clusters of
objectives in advanced, COR can automatically determine the number by itself, and it
does not need to set up parameter to determine the redundant objectives. Therefore, it
can reduce the computation time, and still attains as good results as existing methods.

The rest of this paper is organized as follows. Section 2 shows an overview of related
work. Proposed algorithm is given in Section 3. Section 4 presents experimental setup.
The result and discussion are showed in Section 5. Conclusion and future work are
given in Section 6.

2. Related Works

This section presents related works including multi-objective optimization, many-
objective optimization, and objective reduction.

2.1. Multi-Objective Optimization

Multi-objective optimization problem as defined as follows [1]:

minimize f = {f1(x), f2(x), ..., fe(x)}

subject to x € () 1
where there are k& (> 2) objective function f; : R™ — R. The decision vectors x =
(71,22, ..., ,)" belong to (nonempty) feasible region 2, which is a subset of decision
variable space R". All of k£ objective functions need to be minimized simultaneously. It
is supposed that there does not remain a single optimal solution. The image of region
by Z = f(Q), which is a subset of the objective space R* is called the feasible
objective region. The elements of Z are called objective vectors and denoted by f(x) or
z= (2,29, ..., 2,)7, where z; = f;(x) for all i = 1,..., k are objective values.

In order to solve MOPs, there exist two main techniques that are weighted sum
technique and evolutionary computation based technique. The weighted sum technique
solves MOPs by transforming the problem into a single objective optimization problem.
After transformation, the new problem has a single objective function, then it can
be solved by using existing methods and theories for single objective optimization.
The advantages of weighted sum techniques are easy to understand, implement, and
computationally efficient. The main disadvantage of weighted sum techniques is that
the results depend on determination of weighting coefficients which are not easy to
predetermine [1].

The evolutionary computation-based technique solves the MOP by using evolutionary
algorithms to approximate optimal solutions for the problem. By evolving a population
of solutions, MOEAs are able to approximate a set of optimal solutions in a single run
and can be applied to problems that can be formulated as a function optimization task.
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In the past few decades, researchers have proposed plenty of MOEAs. Some well-known
MOEAs are nondominated sorting genetic algorithm II (NSGA-II) [4], strength Pareto
evolutionary algorithm (SPEA2) [21], Pareto archived evolution strategy (PAES) [22],
multi-objective evolutionary algorithm based on decomposition (MOEA/D) [23].

2.2. Many-Objective Optimization

The MOEAs have been studied in solving effectively the MOPs of 2 or 3 objectives.
However, in real-world, there exist MOPs with more than three objectives which are
considered as many-objective optimization problems (MaOPs). When tackling these
MaOPs, MOEAs encounter a number of difficulties. The first difficulty is that when
applying a well-known and frequently-used Pareto-dominance based MOEAs such as
NSGAII [4] to solve MaOPs, a large portion of population becomes non-dominated,
so we cannot determine which solutions are better for next generation. When using
none-Pareto-based MOEAs such as aggregation-based and indicator-based approaches
such as MSOPS [24] or IBEA [25], they still have to search simultaneously in an
exponentially increasing number of directions. The second difficulty is that the size
of population has to increase exponentially to describe the front result [S]. The third
difficulty is visualization the solution set in order to help decision makers to choose
the final solution [5].

Many MaOEAs have been proposed to solve MaOPs. They can be categorized into 5
groups [6]: preference ordering relation-based, preference incorporation-based, indicator-
based, decomposition-based, and objective reduction. The first four groups suppose that
there are not any redundant objectives in these problems, and try to directly alleviate
or eliminate the difficulties encountered. MaOEAs such as reference-point based non-
dominated sorting (NSGA-III) [7], grid-based evolutionary algorithm (GrEA) [26], and
knee point driven evolutionary algorithm (KnEA) [27] belong to these classes. In
contrast, the last group or objective reduction group supposes that there exist redundant
objectives in the given problem, and tries to find a minimum subset of the original
objectives which can generate the same Pareto Front as whole objectives do.

2.3. Objective Reduction

Since in many fields of data mining or statistics, dimensionality reduction methods
are being used to tackle explosion of data available from experimental life sciences.
In general, dimensionality reduction methods is used to reduce a large feature space to
a smaller feature one. There exist two approaches in dimensionality reduction: feature
extraction and feature selection. Using feature extraction to extract a set of features to
explain data. Feature extraction formulates the reduced features as a linear combination
of the original features. Feature selection is utilized to determine a subset of the given
features as small as possible in order to represent the given data best. There exist
several benefits of dimensionality reduction. First, reducing the storage space required.
Second, the time required for performing the same computation is less. Thank to less
dimensions and less computing; the algorithms, which original unfit for a large number
of dimensions, can be usage [28].
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In evolutionary multiobjective optimization, objectives are called features. There also
exist 2 approaches in objective reduction: objective feature extraction and objective
feature selection. Objective feature extraction aims at creating novel features from the
original features to explain data. For example, Cheung and Gu in [29] formulated the
essential objective as a linear combination of the original objectives with the weight
vectors determined based on the correlations of each pair of the original objectives;
in [30], Cheung et al proposed an objective extraction which formulates the reduced
objective as a linear combination of the original objectives. The correlation between
each pair of reduced objectives need to be minimized.

Objective feature selection aims at finding the smallest subset of the given objectives
in order to generate the same Pareto Front as the set of original objectives do. This
approach can be classified into 2 sub-classes: dominance structure based and correlation
based. The former is based on preserving the dominance relations in the given non-
dominated solutions. That is, dominance structure is retained as much as possible after
removing redundant objectives [31, 32]. The latter bases on the correlation between
each of pairs of objectives aiming at keeping the most conflict objectives and remove
the objectives that are low conflict, or non-conflict each other. This sub-class uses
the correlation or mutual information of objective value of non-dominated solutions to
measure the conflict between objectives [8, 19, 33].

In [18] two objective reduction algorithms are proposed by using (1 — p) € [0, 2]
to measure the degree of correlation' between two objectives. Both algorithms first
divide the objective set into homogeneous neighborhoods. Thereafter, the most compact
neighborhood is chosen, and all the objectives in it except the center one are removed.
While the first algorithm finds the minimum set of objectives with the minimum error
possible, the second one tries to finds a subset of objectives of a given size with
minimum error possible.

Continuing the above idea, Guo et al proposed MICA-NORMOEA [19] and OC-
ORA [20] algorithms. In order to measure the relationship between pairs of objectives,
they adopted a new criterion by employing the concept of mutual information. In these
algorithms, PAM clustering algorithm (presented in subsection 2-D1) and NSGA-II [4]
are invoked iteratively to reduce one redundant objective in each step until criterion is
satisfied. To cluster the objective set, the algorithms required entering number of clusters
in advance. Moreover, threshold ¢ which is used for comparing the dissimilarity between
two objectives in order to discard one objective, also must be set before the algorithms
start.

Beside all algorithms mentioned as an evolutionary single objective approach, Yuan
et al in [34] exploited both the global search ability of EC and the decision support
characteristic of multiobjective optimization, then proposed a study on evolutionary mul-

'where p(z,y) is the correlation coefficient between random variables 2 and y, the range of p is from -1 to 1,
the lower p value is, the higher two variables negative correlated, means that one objective increases while the other
decreases; and vice versa, the higher p is, the higher two variables positive correlated, means that both objectives
increase or decrease at the same time

23



Section on Information and Communication Technology (ICT) - No. 14 (10-2019)

tiobjective approach, namely bi-objective between error level (or dominance structure
change, or the change of correlation structure) and the size of the objective set.

2.4. Partitioning Around Medoids and Determination The Number of Clusters

2.4.1. Partitioning Around Medoid (PAM): PAM [35], which is a clustering algo-
rithm, is proposed by Kaufman and Rousseeuw, divides a set of objects into % clusters.
The objects which are in the same cluster show a high degree of similarity, while objects
belonging to different clusters show a high degree of dissimilarity. A medoid of a cluster
is an object whose average dissimilarity to all others in the same cluster is minimal. The
PAM has two steps. Step one: initialization k£ medoids by selects £ "centrally located"
objects. Step two: if a selected object with an unselected object are interchanged and
objective function is smaller then the swap is carried out. Step two is repeated until the
objective function can no longer be reduced.

2.4.2. Determination The Number of Clusters: With user’s interpretation, depending
on the shape, size, and resolution of distribution of objects in space, the correct value of
k is often ambiguous. In addition, increasing k without penalty will always reduce the
number of errors in the resulting cluster, to the extreme case of zero error if each object
is considered its own cluster. Intuitively, the optimal choice of k£ balances the maximum
compression of data using a single cluster and maximum precision by considering each
object as one cluster separately. If there is no prior knowledge about value of k then it
must be chosen by some way.

One method to determine value of k is use of silhouette index [36]. This method
measures how close each object in a cluster is to the objects in its neighboring clusters.
The value of each object in data set is computed as follow:

a(i) is average dissimilarity of object i to others in the cluster contains them.

b(i) is minimum of all averages dissimilarity of object i to all objects in each cluster
which does not contain object <.

The silhouette value of object ¢ is formulated as equation 2.

max {a(i),b(i)}
The range of silhouette value is in [-1, 1]. A value of +1 shows that the object is far
away from its neighboring cluster and very close to the cluster to which it is assigned.
On the contrary, value of -1 means that the object is close to its neighboring cluster
than to the cluster to which it is assigned. And, a value of O indicates that object is at
the boundary of the distance between the two clusters. After clustering, value of +1 is
ideal and -1 is least preferred. Hence, the higher the silhouette value is, the better the
cluster configuration is.

2
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3. Proposed Algorithm

Two algorithms MICA-NORMOEA [19] and OC-ORA [20] have a number of lim-
itations. Firstly, they are computational complexity expensive, and they can remove
only one objective in each iteration. Secondly, a threshold 6 need to be provided for
determining which objective should be remove. Furthermore, a number of clusters k
needs to be set up manually in advance. The value of £ is suggested between 2 and
{\/MJ where M is number of objectives. However, with MaOPs have a number of

relevant objectives is greater than L\/MJ then the algorithms cannot be applicable [20]
or they may give incorrect results.

We propose an improvement for MICA-NORMOEA and OC-ORA algorithms. The
algorithm has two key ideas. The first idea, the proposed algorithm can self-determine
the number of clusters when it using PAM to partition objects (set of objectives in this
case) instead of requiring a specific number of clusters before running the PAM. The
second idea is that the proposed algorithm does not need to use a threshold parameter
while determining and removing redundant objectives. Algorithm 1 shows the proposed
method.

The process of the algorithm includes performing MaOEAs, calculating coefficient
matrix, clustering objective set and retain one objective in each cluster. First, a non-
dominated set is obtained after performing a MaOEA. Second, based on this non-
dominated set, a matrix of distance between objectives is calculated. Third, PAM is
executed to cluster the objective and the best number of clusters is determined by
using Silhouette index. Final, in each cluster, one objective is retained while others are
discarded. The process stops until no more objective is removed.

The following paragraphs show two main components of method:

3.1. Calculation the distance coefficient matrix

In evolutionary multi-objective optimization, we get a set of non-dominated solutions
after running multi/many-objective evolutionary algorithms. Based on objectives in
solution set, a distance coefficient matrix is computed. This proposed algorithm uses
two methods for calculation distance coefficient matrix. The first distance coefficient
matrix is interdependence coefficient as proposed in [19, 20]. We call COR using this
method CORi . The second distance coefficient matrix is correlation (the idea from
[18]). It equals (1 — p; ;), where p; ; is correlation between objective ¢ and objective j.
We call COR using this method CORc.

3.2. Determination the number of clusters

Pseudo-code between line 4 and line 14 in the proposed algorithm (Algorithm 1)
determines the number of cluster. It partitions the objectives with number of clusters
from 2 to sizeof (F}), where sizeof(F;) is the total number of objectives in current loop.
In each way, we calculate the silhouettes for each point (objective), then we compute
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Algorithm 1: . COR algorithm

Input: iteration counter ¢ < 0; original objectives F; < {f1, f2, ..., fm}
Output: reduced objective set Fj
1 repeat
2 Run an MaOEA algorithm to obtain a non-dominated set A;, corresponding
to Fj.

/* Calculate the distance coefficient matrix based on the
non-dominated set A;, PAM and silhouette are used to cluster the
objectives F; into k clusters */

3 Base on a non-dominated set A,, calculate distance coefficient matrix

/* Determine the number of clusters using silhouette index */

4 Silhouette, g, < —00;
5 14+ 2
6 while i < sizeof(F;) do
7 Execute PAM for A; with i clusters, calculate Silhouette;;
8 if Silhouette; > Silhouette,,,, then
9 k < 1;
10 Silhouette .. < Silhouette;;
1 store k clusters (with replacement);
12 end
13 11+ 1;
14 end
15 F,+ &,
/* for each cluster: one is retained, discard the others */
16 for i =1 to k do
17 | F, + F, U(an objective in cluster ")
18 end
19 if F, = F, then
20 ‘ stop <true
21 else
22 t «—t+1;
23 F, + F,;
24 stop < false;
25 end

26 until stop;

the mean of all points Silhouette;. We store the result with Silhouette; has maximum
value. However, according to PAM, the result sensitively depends on the initialization
of “centrally located” objects. To overcome this circumstance, we execute PAM with
predetermined number of runs and choose the best result. The predetermined number
greater is, the better result is. However, it is a limitation of the algorithm.
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4. Experimental Design
4.1. Comparison Method

To evaluate the quality of the proposed method, we compare it with other existing
clustering-based methods. Both the proposed method and existing clustering-based ones
are used to remove redundant objectives as shown in Figure /

@ objSet =GR nondominated Objecivlve
solution set reduction

selected
objSet
—objSet?

selected
objSet

objSet lected objSet

Fig. 1. Working of objective reduction algorithm and many-objective evolutionary algorithm

Figure / shows the working of an objective reduction algorithm which integrates with
a MaOEA. Stemming from requirements in life, many-objective optimization problem is
formulated. We do not know whether all objectives are essential or not. These objectives
are regarded as original objectives (or objSet in the figure). Firstly, from the original
objectives, MaOEA generates a set of nondominated solutions. In the set, columns are
objectives. Then, the set is input for objective reduction algorithm (Objective reduction
block in the figure). The objective reduction algorithms may be OC-ORA [20] (as
mentioned in subsetion 2-C), or L-PCA [8] (in subsection 4-C). The reduction algorithm
removes redundant objectives and retains essential objectives (remainder objectives). The
remainder objectives then is input objective set for the MaOEA. The process is continued
until the objective reduction algorithm cannot find out any redundant objectives.

We test both the proposed and existing methods on instances of redundant problem
DTLZSIM(Z, M) with I relevant objectives and M — I redundant objectives.

4.2. Test Problem
To study, we use DTLZSIM(I, M) problem [37], it is defined as:

min fi(x) = (1+100g(xpr))cos(01)cos(0s) . ..cos(On—2)cos(Onr—1)
min fa(x) = (14 100g(xp))cos(61)cos(bs) . .. cos(On—2)sin(Or—1)
min f3(x) = (14 100g(xpr))cos(by)cos(6s) ... sin(Oy—2)

mm far—1(x) = (1 4+ 100g(xpr))cos(6y)sin(6z)
min fu(x) = (14 100g(xar))sin(61)

where Hi:gxi for i=1,2,....(I—-1)
s
0; = 142 i =1,...,(M—1
T gL ) for (O —1)
g:Z:CIEX]\/[ (1‘1—05)
0<x; < fori=12..n
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The first property of the problem is that the value? of I can be set in a range between
2 and M. The second one is that Pareto-optimal front is non-convex and follows the
relationship: Zf\il( 1) = 1. The another property is that there are M — I first objectives
correlated, while the others and one of M — I first objective are conflict each other. The
experiments are performed on 5 instances of DTLZSIM(I, M) problem: DTLZS5IM(2,5),
DTLZ5IM(3,5), DTLZ5IM(5,10), DTLZS5IM(7,10), and DTLZS5IM(5,20).

4.3. Benchmark Method

We compare the performance of the proposed algorithm with other existing clustering
based methods which are OC-ORA [20], and L-PCA [8]. We also use six MOEAs to
get non-dominated solutions for both the proposed and existing methods. They are grid-
based evolutionary algorithm (GrEA) [26], knee point driven evolutionary algorithm
(KnEA) [27], reference-point based non-dominated sorting (NSGA-III) [7], reference
vector guided evolutionary algorithm (RVEA*) [38], new dominance relation-based
evolutionary algorithm (/-DEA) [39], and LMEA [40].

4.4. Parameters Setting

All MaOEAs used the experiments are implemented by PlatEMO [41]. The population
size is set to 200, and the number of generation is set to 2000. The probability of
crossover and mutation is set to 0.9 and 0.1, respectively. The distribution index for
crossover is set to 5, and the distribution index for mutation is set to 20. We suggest the
predetermined number (in 3-B) is 20 x M (where M is current number of objectives of
problem).

5. Result and Discussion

This section presents 2 parts. The first part is comparison table between the proposed
algorithm with two other objective reduction algorithms integrating with six MaOEAs.
The second part is the average number of times COR appeals MaOEAs to finish their
reduction process.

To compare the performance of objective reduction algorithms when integrating with
MaOEAs, we do the test and show the results in Table /. The table shows the number
of successes in finding the true non-redundant objective set when objective reduction
algorithms combining with MaOEAs. The first row of the table lists name of 2 objective
reduction algorithms and the proposed algorithm (COR) with two variants CORi and
CORc. MaOEAs are written in the first column. The objective reduction algorithms
include LPCA (Linear—PCA) [8], OC-ORA [20], and the two variants of COR?.

To investigate whether results of the objective reduction algorithms are significant
different to each other in a statistical sense, Wilcoxon signed-rank test is performed. The
null hypothesis is that the performance of the two methods are similar with significant

2] is the dimensionality of the Pareto-optimal front
3the proposed algorithm with two methods of calculation distance coefficient matrix
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Table 1. The number of times out of 20 runs, objective reduction algorithms has successfully found a
set of conflicting objectives when combining with MaOEAs

Table 2. p values and hypotheses when do comparison

DTLZ5IM Objective Reductions
MaOEAs =3 7pcA [ OC-ORA | CORi | CORc
21 5 20 5 20 20
3] 5 20 20 20 20
GEA [5] 10 20 20 20 20
71 10 20 19 20 20
51 20 1 11 1 1
2] 5 20 15 20 20
3] 5 20 19 18 20
KnEA [5| 10 20 19 18 20
71 10 20 16 10 20
S| 20 20 19 13 1
2] 5 20 20 20 20
3] 5 20 17 20 20
NSGAII [5] 10 19 20 7 20
71 10 20 20 15 20
51 20 13 0 2 14
P 20 5 20 20
3] 5 20 19 20 20
RVEA [5] 10 20 20 20 20
7110 20 20 16 20
5| 20 19 3 7 3
2] 5 20 20 20 20
3] 5 20 17 20 20
0-DEA [5] 10 20 19 3 20
71 10 20 20 20 20
5| 20 19 2 7 7
21 5 20 20 20 20
3] 5 20 20 20 20
LMEA [5] 10 20 20 17 20
71 10 20 20 20 20
51 20 20 20 2 9

(a) p-values

LPCA | OC-ORA | CORi | CORc
LPCA 1.00 0.01 0.00 0.06
OC-ORA | 0.01 1.00 0.17 0.12
CORi 0.00 0.17 1.00 0.01
CORc 0.06 0.12 0.01 1.00

using Wilcoxon signed-rank test

(b) hypotheses

LPCA | OC-ORA | CORi | CORc
LPCA 1 1 0
OC-ORA 1 0 0 0
CORIi 1 0 0 1
CORc 0 0 1 0

level at 0.05, and the alternative hypothesis is that the performance of the two methods
is significant different. The Table 2a shows p values when comparing two algorithms
with each other. The Table 2b presents the hypotheses are accepted or rejected. The
value 0 means that the null hypothesis is accepted, in other words, the two algorithms
are similar with significant level at 0.05. The value 1 means that the null hypothesis
is rejected or we accept the alternative hypothesis which mean that the two algorithms
are different with significant level at 0.05. As can be seen from Table 2b, the LPCA is
different to OC-ORA, or CORi but similar to CORc at significant level 0.05. CORIi is
similar to OC-ORA but different to LPCA, and CORec.
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Table 3. The average number of times objective reduction algorithms calling the MOEAs when it finds
the set of conflicting objectives

DTLZ5IM objective reductions
MaOEAs =7 LPCA | OC-ORA | CORi | CORc
2 5 2.0 38 2.0 2.0
3 5 2.0 3.0 2.0 2.0
GrEA 5 10 2.0 6.0 2.0 2.0
7 10 2.0 4.0 2.0 2.0
5 20 1.2 15.7 2.1 2.1
2 5 2.0 38 2.0 2.0
3 5 2.0 3.1 2.3 2.0
KnEA 5 10 2.0 6.0 23 2.0
7 10 2.0 4.1 2.4 2.0
5 20 2.0 16.0 2.1 2.6
2 5 2.0 4.0 2.0 2.0
3 5 2.0 29 2.0 2.0
NSGAI | 5 10 2.0 6.0 2.0 2.0
7 10 2.0 4.0 2.0 2.0
5 20 2.2 15.9 2.5 3.1
2 5 2.0 38 2.0 2.0
3 5 2.0 3.0 2.0 2.0
RVEA 5 10 2.0 6.0 2.0 2.0
7 10 2.0 4.0 2.1 2.0
5 20 2.0 174 22 2.1
2 5 2.0 4.0 2.0 2.0
3 5 2.0 2.9 2.0 2.0
0-DEA 5 10 2.0 6.0 2.0 2.0
7 10 2.0 4.0 2.1 2.0
5 20 2.0 16.5 2.1 2.6
2 5 2.0 4.0 2.1 2.0
3 5 2.0 3.0 2.1 2.0
LMEA 5 10 2.0 6.0 2.1 2.0
7 10 2.0 4.0 2.1 2.0
5 20 2.3 16.0 2.1 2.3

Beside the number of times successful in finding non-redundant objective set above,
the number of repeating in reduction process is considered when do comparison the
performance of the objective reduction algorithm. For OC-ORA algorithm, each loop
can reduce at most one redundant objective. Table 3 shows that COR and LPCA can
execute almost 2 loops to finish the process, while OC-ORA need M — I + 1 loops.
As a result, COR and LPCA are equivalent, and they more efficient than the OC-ORA,
specially in high redundant instances.

6. Conclusion and Future Works

The paper proposed a clustering-based objective reduction method which uses PAM
algorithm for clustering objectives in MaOPs for determining redundant objectives.
The proposed algorithm used Silhouette index to self-determine the number of clusters
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instead requiring it as a parameter. We compared the proposed method with two other
existing methods on different instances of DTLZS5IM(/, M) problem. The result showed
that the proposed algorithm is not only equivalent to or more efficient than existing
methods but also it can retain comparable results as existing methods can do.

There are other methods which are able to automatically determine the number of
clusters, future works could investigate these methods for the proposed method.
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GIAI THUAT GIAM CHIEU MUC TIEU CAI TIEN
SU DUNG PHUONG PHAP PHAN CUM

CHO BAI TOAN TOI Uu NHIEU MUC TIEU
Tém tit

Bai todn tbi uu nhiéu muc tiéu da nhan dugc su quan tim déng k€ tif cic nha nghién
cuiu gan day. Khi sb lugng muc tiéu tdng Ién, ching gay ra_nhiing kho khén cho cdc thuét
toan tién héa da muc tiéu hién tai vé toan ti lua chon, yéu cau kich thuéc quan thé 16n, viéc
tric quan héa tap két qua, dic biét 1a chi ph1 tinh toan. Mot sb bai todn c6 muc tiéu du thira
va c6 thé bi thodi hoa thanh cdc bai toan ¢6 kich thude thap hon. Viéc loai bo cdc muc tiéu
du thira sé tiét kiém thoi gian va khong gian khi gidi quyét bai toan. Bai bdo nay cai tién
phuong phap gidm kich thudc st dung thuét toan PAM thyc hién phan cum cdc myc tiéu sau
d6 loai bd cac muc tiéu du thira. Hai blen thé clia thudt toan dé xult tu xac dinh sb muc tiéu
du thita va hiéu qua hon thuat toan gbc.





