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Abstract

Sentiment classification is a problem of assessing and estimating values of people’s opin-
ions, sentiments, and attitudes to products, services, individuals, and organizations. Sentiment
analysis helps companies understand their customers for improving marketing strategies in
e-commerce, manufacturers decide how to improve their products, or people adjust behavior
in their lives.

In this paper, we propose a deep network model to classify the reviewed product in
Vietnamese. Specifically, we develop a new deep learning model called the Residual Attention
Bidirectional-Long Short Term Memory (ReAt-Bi-LSTM) model. First, the residual technique
is used in multiple layers Bidirectional Long Short Term Memory (Bi-LSTM), to enhance the
model’s capability in learning high-level features from input documents. Second, the attention
mechanism is integrated after the last Bi-LSTM layer to assess each word’s contribution
to the context vector to the document’s label. Last, the document’s final representation is
the combination of the context vector and output of Bi-LSTM. This representation captures
both context information from the context vector and sequence information from the Bi-
LSTM network. We conducted extensive experiments on four common Vietnamese sentiment
datasets. The results show that our proposed model improves the accuracy compared with
some baseline methods and one state of the art model for the sentiment classification problem.

Index terms

Sentiment classification, Neural network, Bi-LSTM, Attention, Residual.

1. Introduction

HE sentiment classification aims to identify and categorize opinions expressed in a

text to determine the polarity of attitude (positive, negative, or neutral) of the cus-
tomers towards companies’ topics or products. Understanding the customer’s personal
opinion is of paramount importance in marketing strategies since this information helps
to improve the products and services of businesses [1]. Moreover, obtaining product
reviews of customers allows the companies to identify the new opportunities, predict
sales trends, or manage reputation. However, reading a large number of comments is a
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tedious task [2]. Therefore, automatically sentiment classification is a vital task due to
its ability to analyze massive comments or reviews.

Recently, deep neural networks have received great attention for sentiment clas-
sification [3]. An important step for applying deep learning models for sentiment
classification is data representation. Many deep learning techniques use word embedding
(WE) vectors as input features. We aims to transforming words in the document to a con-
tinuous vector [4]. Subsequently, deep neural networks, such as Convolutional Neural
Networks (CNN) [5], Recurrent Neural Networks (RNN) [6], Long Short Term Memory
(LSTM) [7] are used to learn from WE vectors to classify sentiment. Among these tech-
niques, LSTM-based techniques are more commonly used for sentiment classification
due to their ability to keep the long sequence dependency of the words in documents
[8]. Additionally, Bidirectional-Long Short Term Memory (Bi-LSTM) [9], an extension
of LSTM, has been proved to be a useful technique for sentiment classification. An
appealing property of Bi-LSTM is that this model can represent a long dependency
of words in both directions. However, in sentiment analysis, the performance of Bi-
LSTM is not always satisfactory since the dependence of the sentiment to the words in
sentences is varied significantly.

Moreover, there has not been any high quality and widely accepted pre-trained
word embedding model published for the community in the Vietnamese language.
Therefore, the WE vector in Vietnamese is not always a good representation of the
semantics of words. To learn a good representation of a document from an embedding
layer, researchers tend to add more stacked layers to the Bi-LSTM network. The
drawback of this approach is that adding more neural network layers can lead to a
degradation problem [10], and the network model is more challenging to train due to
the accumulation of errors in multiple layers and the vanishing gradient [11].

In this paper, we propose the Residual Attention-based Bi-LSTM architecture (ReAt-
Bi-LSTM) for Vietnamese sentiment classification. The main idea in ReAt-Bi-LSTM
includes two folds. First, the residual technique is used in multiple layers of the Bi-
LSTM network to handle the degradation problem in the training process. Second,
the attention layers are added to the last layer of the Bi-LSTM model to exploit the
core components that have a decisive influence on the sentiment of the document.
We concatenate the output of the Bi-LSTM with the attention vector to create the final
representation. By doing this, ReAt-Bi-LSTM is able to capture both context information
from the context vector and sequence information learned by the Bi-LSTM. The main
contributions of the paper are as follows:

« We propose a deep network model, i.e., ReAt-Bi-LSTM, to enhance the accuracy
of the sentiment classification problem.

« We conduct an intensive experiment to evaluate the proposed model on four Viet-
namese sentiment datasets.

The rest of the paper is organized as follows. Section 2 briefly reviews the pre-
vious works in applying deep learning to sentiment classification. Section 3 presents
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the fundamental background of our paper. The proposed method is then described in
Section 4. The tested datasets and experimental settings are provided in Section 5.
Section 6 presents experimental results and the analysis. The conclusions and future
work are discussed in Section 7.

2. Related Work

The CNNs and RNNs are the main techniques to represent words, sentences, and
documents in sentiment classification [12], [4], [13], [14], [15], [16]. Among the two
methods, RNN-based models are more widely used in the sentiment classification
problem due to the ability to capture the semantic relation in documents [6].

Two extensions of RNN, including LSTM [7] and Bi-LSTM, are well-known for
representing the long dependency of the words in sentences. Moreover, the Bi-LSTM
network can provide information in both directions forward and backward at every
sequence step [17]. Therefore, this model is usually used to learn the representation of
documents in the sentiment classification problem.

An attention mechanism, which is a way to add inter-pretability in a neural net-
work [18], has received much attention from the machine learning research community
to improve the accuracy of neural networks for sentiment classification. The attention
mechanism has achieved remarkable success in many fields, such as machine translation,
text summary, image captioning. Chen et al. [19] used word and sentence level attention
to classify product and user information in a document in which an attention vector
represents both word and sentence. Yang et al. [20] proposed a hierarchical attention
network to predict reviews. They also combine the word attention level and the sentence
attention level to construct a document’s representation. Zhou et al. [21] applied an
attention-based LSTM network for cross-lingual sentiment classification. Their model
includes two attention-based LSTM networks, and each network is trained on one
language. This method’s downside is that it requires a dictionary, which is expensive to
build, to map the sentiments from one language to the other. Lin et al. [22] represented
attention weights by a matrix in which each sentence is represented by a matrix, and
each word in the matrix represents an aspect of the attention weights. They also added
penalization terms to the loss function to improve the effectiveness of the attention
weights.

Recently, Bi-LSTM has been widely used to improve the accuracy of sentiment
classification. Li et al. [23] proposed a self-attention mechanism based on Bi-LSTM
for the sentiment analysis task. They combined the word vector and the part-of-speech
vector to form the feature channel inputs and then used a Bi-LSTM to learn each channel
vector. After that, the self-attention model is used to discover important information from
the output of the Bi-LSTM. Guan et al. [24] proposed an attention-based Bi-LSTM
model for sentiment analysis. This model’s attention mechanism directly learns the
weight distribution of each word. Bahdanau et al. [25] proposed an attention mechanism
for the neural machine translation problem. They added an attention layer at the end of
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the Bi-LSTM layer to parameterize attention weights by a simple feed-forward neural
network.

Another approach to improve the effectiveness of deep neural networks in sentiment
classification is adding more layers to increase the capability of learning higher-level
features. Moreover, the residual learning technique is also used in these multiple layers
models to alleviate the degradation problem. Wang et al. [11] introduced a residual
connection to every LSTM layer to construct an 8-layer neural network. The residual
connection helps the deeper network to be easier to optimize. Yang et al. [26] used the
residual connection in a deep RNN for sentiment classification. The residual technique
improves the training process of the deep RNN and hence improves its accuracy in
sentiment classification.

Our proposed model in this paper differs from the previous models [18] in several
ways. First, we employ the residual connection into multiple layers Bi-LSTM to improve
its ability to learn the document’s high-level features. Second, the attention mechanism
is integrated after the last layer of the Bi-LSTM to evaluate the contribution of different
words in the document to its label. Third, we combine the context vector and the output
of Bi-LSTM layers to represent the document that covers both context information and
sequence information.

3. Background

This section presents the fundamental techniques used in the paper. These techniques
include the Bi-LSTM model, the attention technique, and the residual technique.

3.1. Bi-LSTM model

LSTM was first introduced by Hochreiter et al. [7]. The heart of the LSTM network
is its cell. The cell state provides a bit of memory to the model to remember the past.
LSTM has three gates, i.e., input gate, forget gate, and output gate. The gate in LSTM
is a simple sigmoid function with the output range from O to 1.

Let #;, f;, and o; be the input gate, forget gate, and the output gate, respectively, and
w;, b;, wy, by, and wy, b, be the weight metrics and biases of neurons in the input gate,
forget gate, and the output gate, respectively; Let o be the Sigmoid function, h; | be
the output of the previous LSTM block in the time sequence ¢t — 1 and z; be the input
at the current time sequence ¢, then the equations for the gates in the LSTM cell are
as follows:

iy = o(wilhi—1, 2] + b;), (D

fi = o(wylhi—1, 2] + by), 2
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Figure 1. Architecture of a LSTM block.

op = o(Wo[hy—1, 4] + b,), 3)

The input gate Eq. 1 presents what information will be stored in the cell state. The
forget gate in Eq. 2 presents what information can be thought away from the cell state,
and the output gate Eq. 3 presents which information is used to provide the activation
to the final output of the LSTM block at timestamp ?.

Let define ¢; to be the candidate for cell state c; at the timestamp ¢ and h; be the
output of LSTM block at the timestamp ¢, the equations for cell state are as follows:

¢y = tanh(we|hy_1, x4 + be). 4)
Ce = fr*x i1+ i % G )
hy = oy * tanh(c;). 6)

Eq. 4 to Eq. 6 allow the cell state to decide the information to forget from the
previous one (i.e., f;*c;_1) and the information to consider from the current timestamp
(i.e., 7; * ¢;). The output h; of the current LSTM block is used to predict the output
corresponding to the timestamp ¢ and the output of the last sequence is used to predict
the label of the input. For the sentiment classification problem, the training process is
to predict the label of input sequence z1, xs, ...z, given the final hidden state h,,.

3.2. Bi-LSTM with Attention

A bidirectional LSTM (Bi-LSTM) network combines two independent LSTM to-
gether [17]. This allows Bi-LSTM to have both backward and forward information of
the time sequence rather than only backward information in LSTM. In Bi-LSTM, the
inputs go in two directions, i.e., from past to future and from future to past. Thus,
two hidden states are combined for the next Bi-LSTM layer. Fig. nm3 presents the
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Figure 2. Architecture of a Bi-LSTM model.

architectures of a Bi—LSTM_.)Each word vector w; of a document inputs to two LSTM
cells (i.e., forward LSTM h; in Eq. 7 and backward LSTM E in Eq. 8). The output
of the hidden state is h; which is the combination of h; and h; as in Eq. 9.

b = LSTM (wt, fT_i) , %
hy = LSTM (wt, ?TH) , ®)
hy = W;E],tsz...,n )

where [;] is the concatenation of backward hidden state h; and forward hidden state
h;. The hidden state H = hy, ho, ..., h, is considered as the representation of the input
sequence.

H = (hy, ho, ..., hy) (10)
3.3. Residual technique

The residual technique is used to alleviate the degradation problem in the training
process of deep neural networks [10]. Fig. 3 presents the building blocks of a Bi-LSTM
with residual technique in which a shortcut connection is added from one building block

to another. One building block is formed by an identity mapping (a shortcut connection
in Eq. 11).

y = Bi-LSTM(z) + (11)

where x and y are the input and output of the Bi-LSTM layer considered. The dimension
of x and Bi-LSTM(z) must be equal.
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Figure 3. Residual learning architecture with increasing Bi-LSTM depth.

4. Proposed Methods

4.1. Pre-processing Vietnamese language

The first step in our proposed method is to pre-process the documents. Firstly, we
removed redundant data from documents. Those redundant data are special characters,
punctuation marks, or even symbols not included in linguistic conventions. Next, we
replaced acronyms and emojis in reviews with similar meaning words. Next, we split
the documents into sentences to avoid confusion in separating words in the next step.
Finally, we tokenized words from the sentences we already have in the previous step.

In the Vietnamese language, a term has one or more words (called meaning word).
Therefore, the tokenizing word is a challenging task. Moreover, the words tokenization
problem also caused a certain error rate, which affects the selection of features for
the sentiment analysis problem. For instances, the following words are meaningful in
Vietnamese that consist of more than one word: thi sau, sinh vién, trung binh, etc. In
this paper, we performed tokenization by using the Vietnamese language tool [27].

4.2. Proposed model

This subsection presents the structure of our proposed network. The proposed network
is called Residual Attention with Bi-LSTM (ReAt-Bi-LSTM) that integrates the residual
technique with multiple layers of Bi-LSTM network and an attention layer for sentiment
classification. Finally, the output of the last Bi-LSTM is concatenated with the output
of the attention layer to form the final document’s representation. The training process
attempts to map the representation vector [c;; i to the label y; by the Softmax function.
The idea of using the residual technique in ReAt-Bi-LSTM is to alleviate the degradation
problem when using many Bi-LSTM layers. Moreover, the attention mechanism allows
the model to increase the weight of important words and decrease the weight of the
unimportant words in the input documents. Subsequently, these two techniques help
ReAt-Bi-LSTM enhance the accuracy of the sentiment classification problem.

Fig. 4 presents ReAt-Bi-LSTM in detail. The input to ReAt-Bi-LSTM is the word
vectors of the input document. We trained the word embedding model using the data
collected on the wiki [28]. However, due to the lack of data, the word vector in
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Vietnamese is often not as good as English. To address this problem, we add more
Bi-LSTM layers to ReAt-Bi-LSTM to keep improving from the input word vectors.
After several Bi-LSTM layers with the residual connection, the representation for each
word z, is formed by concatenating the forward hidden state and the backward hidden
state h;. Next, an attention mechanism is performed on the output of the hidden states
H to determine the weight «y; for each hj;,j = 1,2,...,n. Specifically, the cell state
(or context vector) ¢; is computed as a weighted sum of hidden states hq, hs, . .. hy:

a=Y ayjh; (12)
j=1
The weight o, ; of each hidden state h; is computed by the following equation:
exp(et;)
=S (13)
K Zj:l exp(et;)
with
erj = tanh(W), * h; + by), (14)

where W, by, are the weight and bias of attention network.

Finally, the output of the last Bi-LSTM is concatenated with the output of the attention
layer to form the final document’s representation. The training process attempts to map
the representation vector [c;; h¢| to the label y; by the Softmax function.

=7/ NEREYL) N L Attention weights
Input Bi-LSTM Bi-LSTM Bi-LSTM X
layer  layer layer layer X Concatenate

QB Add

® Neural network

Figure 4. The structure of ReAt-Bi-LSTM.
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5. Experimental Settings

This section presents the datasets used in the experiments and the parameter’s setting
for the tested models.

5.1. Datasets
We tested the proposed model using four Vietnamese sentiment datasets.

o VLSP dataset: This dataset contains user reviews of electronic products. This is
a balanced dataset with 3 classes. It consists of 2 subsets: training set and test
set. This dataset was developed by the Association of Vietnamese Language and
Speech Processing (VLSP) [29].

« AiVN dataset: This dataset is used in the comment classification contest organized
by aivivn.com'. This dataset is an imbalanced dataset of two classes.

« Foody dataset: The Vietnamese sentiment dataset for foods and services is collected
and labeled by the Streetcodevn team. 2

« VSFC dataset: Vietnamese Students’ Feedback Corpus was developed by a team of
authors at the University of Information Technology, Vietnam National University
- Ho Chi Minh City, Vietnam [30]. It is an unbalanced dataset with three classes
consisting of 3 subsets: train set, development set, and test set.

Table 1. Description of Vietnamese sentiment datasets.

Datasets VLSP | VSFC | Foody | AIVN
Train 5100 | 11426 | 30000 | 16087
Development No 1583 10000 No
Test 1050 3166 10000 No
Total 6150 16175 | 50000 | 16087

For the datasets without a test set, i.e., AiVN and Foody, we divided them into two
sets: a training set and a test set with a ratio of 70:30. The number of samples on each
dataset is described in Table 1.

5.2. Parameters Settings

We use the pre-trained model based on a Vietnamese corpus collected from Wiki[28]
to generate the embedding vectors of the tested methods. Each word is represented
by a 300-dimensional vector. Moreover, these word vectors will be updated during the
training process of ReAt-Bi-LSTM. The number of Bi-LTSM layers is five, and the
number of neurons in the hidden layer of LSTM is 128, so each Bi-LSTM network
has 256 units. The Adam algorithm, with the learning rate at 1074, is used to train
the models. The early stopping technique is also used during the training process to
avoid over-fitting. The training process is stopped when the model’s accuracy on the

"https://www.aivivn.com/contests/1
Zhttps://streetcodevn.com/blog/dataset
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validation set is not reduced for five consecutive steps. We divide the training set into
two parts for the datasets without the validation set, with a ratio of 8 : 2. We also use
the drop-out technique to prevent the model from over-fitting, in which 15% neurons
in the Bi-LSTM layers are dropped during the training. The model with the highest
accuracy on the validation is selected to be the final solution.

5.3. Evaluation Metrics

We use three metrics, i.e., accuracy (ACC), F-score (F1), and Area Under the Curve
(AUC) score [31] to compare the tested methods. These metrics are calculated based
on the four following definitions.

o True Positive (TP): A TP is an outcome where the model correctly predicts the
positive class.

o True Negative (TN): A TN is an outcome where the model correctly predicts the
negative class.

« False Positive (FP): An FP is an outcome where the model incorrectly predicts the
positive class.

« False Negative (FN): An FN is an outcome where the model incorrectly predicts
the negative class.

ACC is the most common criterion to compare classification algorithms. Formally, the
ACC of a classifier method applied on a dataset is calculated as in Eq. 15.

TP+ TN
ACC = 15
TP+ FP+TN+ FN (15)
F1 score is the harmonic mean of Precision calculated by % and Recall calculated
TP
bY 75 N

Precision x Recall

h= 2P7’ecisi0n + Recall (16)
AUC is the area under the Receiver Operator Characteristic (ROC) curve. The ROC
curve is plotted with the True Positive Rate (TPR) against the False Positive Rate FPR
where TPR is on the y-axis and FPR is on the x-axis. Here, TPR known as sensitivity
measures the proportion of positive cases in the data that are correctly identified (Eq. 17).
FPR known as (specificity) is the proportion of negative cases incorrectly identified as
positive cases in the data (Eq. 18).

TP
TPR= ——-—. 1
R TP+ FN 17
FP
FPR= ——. 1
R TN+ FP (18)
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5.4. Experimental Setup

We carried out two sets of experiments to evaluate the proposed model. The first set is
to compare the effectiveness of ReAt-Bi-LSTM with some previous deep neural network
models in sentiment classification. The compared methods include three baseline models
(i.e., CNN [32], [33], LSTM [32], and Bi-LSTM [34]), the attention models (i.e.,
CNN-attention [35], LSTM-attention [33], and Bi-LSTM-attention [36]), and a recently
proposed model used Bi-LSTM with self-attention (i.e., SAN [37]). All methods are
trained using the training sets and evaluated using the testing sets on four Vietnamese
sentiment datasets, i.e., Foody, AiVN, VSFC, and VLSP.

The second set is to investigate the impact of increasing the depth in ReAt-Bi-LSTM.
We compare the AUC score of the Bi-LSTM model with and without residual learning
on the VLSP dataset when the number of Bi-LSTM layers increased from 1 to 7.

6. Results and Discussion

This section presents the result of the two experiment sets described in Subsec-
tion 5-D.

6.1. Performance Comparison

Table 2 presents the ACC, F1, and AUC score of ReAt-Bi-LSTM and the other tested
models. First, we can observe that the LSTM-based models (i.e., LSTM, Bi-LSTM)
often achieve higher accuracy than CNN-based models on almost datasets using three
performance metrics. This result evidences for the effectiveness of the ability to compare
semantic dependency of LSTM-based models in sentiment classification.

Second, it can be seen that using the attention mechanism helps to increase the
accuracy of the LSTM and Bi-LSTM models. For example, the AUC scores of LSTM
and Bi-LSTM-based models are increased from 80.49% and 80.82% with the baseline
models to 81.32% and 81.01% with the attention mechanism-based models (i.e., LSTM-
attention and Bi-LSTM-attention), respectively. Conversely, the self-attention mecha-
nism in SAN does not help to improve the performance of the Bi-LSTM model in
Vietnamese sentiment classification. Moreover, the Bi-LSTM-attention models usually
perform better than the LSTM-attention models. The reason could be that in Bi-LSTM,
both forward and backward sequences are considered when predicting the sentiment
label while in LSTM only before words.

Last but most important, Table 2 shows that our proposed model, i.e., ReAt-Bi-
LSTM, always achieves the best result among all tested models. For instance, the
AUC scores are increased from 94.73%, 93.56%, 91.62%, and 83.80% with the Bi-
LSTM-attention model trained on the Foody, AiVN, VSFC, and VLSP datasets to
95.18%, 95.70%, 95.11%, and 84.24%, respectively, with ReAt-Bi-LSTM. This result
confirms that using a residual technique to alleviate the degradation problem and using
the attention mechanism to emphasize the important parts in the input documents are
beneficial for sentiment classification in the Vietnamese language.
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Table 2. Results of metrics on datasets.

. Datasets
Metrics Methods Foody | AIVN | VSEC | VL.SP
CNN [33] 8852 | 89.41 | 89.04 | 67.04
CNN-Attention [35] | 8743 | 89.50 | 89.86 | 66.10
LSTM [32] 8853 | 8935 | 90.21 | 68.29
ACC | LSTM-Attention [33] | 88.23 | 89.50 | 90.68 | 66.10
Bi-LSTM [34] 88.11 | 89.48 | 89.92 | 67.81
Bi-LSTM-Attention [36] | 88.01 | 89.72 | 9040 | 65.52
SAN [18] 88.45 | 89.29 | 88.57 | 66.57
ReA-BI-LSTM §9.05 | 89.87 | 91.16 | 69.33
CNN [33] 8851 | 89.45 | 8829 | 66.36
CNN-Attention [35] | 87.43 | 89.52 | 8935 | 66.11
LSTM [32] 8853 | 89.39 | 89.21 | 6587
FI LSTM-Attention [33] | 88.22 | 89.52 | 90.03 | 64.56
Bi-LSTM [34] 88.11 | 89.50 | 88.53 | 65.54
Bi-LSTM-Attention [36] | 88.91 | 89.74 | 89.21 | 65.77
SAN [18] 8844 | 87.17 | 86.18 | 61.68
ReAt-BI-LSTM 89.05 | 89.89 | 90.42 | 67.74
CNN [33] 9490 | 9557 | 93.46 | 83.13
CNN-Attention [35] | 93.54 | 9535 | 93.52 | 82.50
LSTM [32] 9490 | 95.47 | 9424 | 8049
AUC [ LSTM-Attention [33] | 94.77 | 95.60 | 94.46 | 81.32
Bi-LSTM [34] 0484 | 9551 | 9407 | 80.82
Bi-LSTM-Attention [36] | 95.17 | 9558 | 94.77 | 8L.01
SAN [18] 9473 | 9356 | 91.62 | 83.80
REALBI-LSTM 95.18 | 95.70 | 95.11 | 84.24

6.2. Impact of Residual Learning

This subsection analyses the effectiveness of using the residual mechanism in ReAt-
Bi-LSTM. We compare the ACC score of ReAT-Bi-LSTM with and without using the
residual technique on VLSP when the number of Bi-LSTM layers is increased from
1 to 7. This result is presented in Fig. 5 in which the x-axis shows the number of
Bi-LSTM layers while the y-axis gives the accuracy of testing models corresponding
to the number of Bi-LSTM layers.

We observed that adding more Bi-LSTM layers to ReAt-Bi-LSTM without using
residual technique does not improve its accuracy in sentiment classification. The ac-
curacy of ReAT-Bi-LSTM without residual learning is decreased when the number of
Bi-LSTM layers is increased. The reason is that adding more stacked Bi-LSTM layers
often leads to the degradation problem [10], and it makes the ReAt-Bi-LSTM model
harder to train [11]. Conversely, adding more stacked Bi-LSTM layers with the residual
technique enhances the accuracy significantly. This is because the residual method helps
to alleviate the degradation problem in the training process of the Bi-LSTM model. The
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Figure 5. Compare accuracy of stacked layers with and without residual in
the VLSP dataset.

figure shows that the ACC score of ReAt-Bi-LSTM reached the highest value when the
number of Bi-LSTM layers increased to five, and then it decreased. Perhaps, adding
too many Bi-LSTM layers enlarges the model size, and this leads to the network being
overfitted on the training data. In our experiment, we choose the number of layers at 5
for the good performance of ReAt-Bi-LSTM on all tested datasets.

6.3. Impact of Attention Mechanism

This subsection examines the effectiveness of using the attention mechanism in ReAt-
Bi-LSTM. We compare the ACC score of ReAT-Bi-LSTM with and without using the
Attention technique on VLSP when the number of Bi-LSTM layers is increased from
1 to 6. This result is presented in Fig. 6. It can be seen that adding more Bi-LSTM
layers to ReAt-Bi-LSTM without using the attention technique does not improve its
accuracy in sentiment classification. The accuracy of ReAT-Bi-LSTM without attention
fluctuates when the number of Bi-LSTM layers is increased. Conversely, adding more
stacked Bi-LSTM layers with the attention enhances the accuracy significantly. The
figure shows that the ACC score of ReAt-Bi-LSTM reached the highest value when
the number of Bi-LSTM layers increased to five, and then it decreased. Overall, the
results in this subsection and subsection IV.B shows that both residual and attention
techniques are important for the performance of ReAt-Bi-LSTM. Therefore, combining
two techniques in one model, i.e., ReAt-Bi-LSTM, helps to enhance the accuracy of
the model in sentiment classification. These results provide some explanation for the
better performance of ReAT-Bi-LSTM compared to the other tested methods.
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Figure 6. Compare models with and without attention.

6.4. Error Analysis

This subsection presents some samples which are incorrectly predicted by ReAt-Bi-
LSTM. This result is listed in Table 3. It can be seen from this table that the incorrect
cases often belong to two groups. The first group includes the samples which contain
many negative words such as "khong", "chua", "chang", etc. These samples imposes the
difficulty for the predictive model. The second group includes the samples containing a
lot of abbreviations and the samples are written without accents. In the future, we plan

to use some reprocessing techniques to address these problems.

7. Conclusion

In this paper, we proposed the ReAt-Bi-LSTM architecture for Vietnamese sentiment
classification. In ReAt-Bi-LSTM, the input words are embedded using the Word2Vec
technique and then encoded by a multiple layers Bi-LSTM model. The Bi-LSTM model
captures the semantic information in both forward and backward directions at every
word encoding. Moreover, the residual technique reduces the degradation problem in
the training process once the number of Bi-LSTM layers increases. Finally, the attention
layers are added to the last Bi-LSTM layer to exploit the core components that have a
decisive influence on the sentiment of the document.

We have carried out extensive experiments on four Vietnamese sentiment analysis
datasets to evaluate our proposed models’ strength and property. The results of ReAt-Bi-
LTSM are compared with various baselines and a recently proposed model using three
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Table 3. Some errors from the proposed model.

thoi ai ma mua vi su qua kho cua no

Reviews Predicted True label
Minh dq}ng rdt ccin 1 con SSD siéu nhu nay,nhung gid trén ré rang ko du kha | 0 1
ndng dé mua roi
mznh thich cdi tich hop thanh todn ghé tiét la & vn cd Aw va Android wear | 2 1
van chua dung dc.
em cit thich né lai lai chit, kiéu i5 lai véi mi s (fy 2 1
Ho tro Tléng Viét, nhung nhdp liéu giong noi Tiéng Viét khong duoc. 0 1
Chd thdy dep gi cd! 2 0
ZenFone 3 khong lam tui thdt vong. Dang trén tay, ngdt ngdy con ga tdy! 0 2
"Xudng"qud roi BB oi, anh hét mudn yéu em roi !!! 2 0
Chua dn tuwong ldm 2 0
nghe giang ho don,la hién thi dep ldm 2 1
Ban tim con nao cdu hinh va gid ré nhw nay duoc khong. 2 1
Bd,chmfn bi tw ldu ro”\i.‘, Hién dii tién mua Iphone 6 Plus, tiv gio t6i thang 9 | 1 2
chdac gom dc thém it dé tdgu em nay.
thdy gear s ngon hon. .. 2 0
DT OBI SF1, 2 SIM, rat tot ban. 1 2
dit sao vdn lag 2 0
Qua dep.... Gia tam 7 trieu la may com Sam, Apple, Asus, .... chet het. 2 0
Tui mua sony 50w800c thay chay cung nhanh lam day cac bac. Hinh anh thi | 0 2
sony moi la so 1
Dang sai ipad pro la da thay lon lam roi con ss nay lam ra chac de nhin choi | 1 0

performance metrics. The experimental results demonstrate that our proposed model
considerably enhances the accuracy of the Vietnamese sentiment classification problem

compared to the other tested models.

There are several research directions arising from our paper. First, we plan to enhance
the attention architecture in this paper by using an attention matrix to represent a
document [38]. In this method, each row of the matrix represents one level of attention
for the document. Second, the trainable weights in ReAt-Bi-LSTM increase its training
time. To reduce the training time, we plan to use a federated learning technique [39].
This technique distributes the training process into multiple devices to speed up the
training process. Finally, we would like to apply our model to a broader range of
datasets, including English datasets, to better understand its strengths and limitations.
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RESIDUAL ATTENTION BI-DIRECTIONAL LONG
SHORT-TERM MEMORY CHO, BAI TOAN PHAN TICH

QUAN PIEM TIENG VIET

Tém tit

Phén loai quan diém 12 bai toan udc tinh gia tri cua cac y kién, tinh cam va thai do cta
moi ngudi doi véi cic san pham dich vu, c4 nhan va t6 chuc. Phén tich quan diém gilp céc
cong ty hleu khéch hang cua ho dé€ cai thién chién lugc tiép thi trong thuong mai dién tu,
nha sin xuét quyét dinh cédch cai thién san pham hodc moi ngudi tu diéu chinh hanh vi trong
cudc sbng.

Trong bai bao nay, ching toi dé xuit mo6 hinh mang hoc sau dé phan loai cac danh gla
san pham bang tiéng Viét. Cu thé, chiing t6i phat trién mot mo hinh hoc sau méi dude goi la
md hinh Residual Attention Bi-directional Long Short-Term Memory (ReAt Bi- LSTM) Piu
tién, ky thuat Residual dudgc st dung trong nhiéu 10p Bidirectional Long Short-Term Memory
(Bi-LSTM) dé nang cao khd ning hoc dic trung cla mo hinh tr cc tai liéu dau vao. Thi
hai, co ché Attention dugc tich hop sau 16p Bi-LSTM cudi cung dé danh gid dong g6p cha
mdi tlf clia vector ngu canh. Cubi cung, biéu dlen clia cdc van ban la su két hgp cla vector
ngif canh va dau ra ctia Bi-LSTM. Biéu dién nay nam bat ca thong tin ngl canh tir vector ngit
canh va thong tin ¢6 trinh ty tt mang Bi-LSTM. Chung t6i da tién hanh nhiéu thit nghiém
trén bdn bo di lidu quan diém tiéng Viét. Ket qua cho thiy ring md hinh d& xuat cua chung
t6i cai thién do chinh xic hon so v6i mot sé6 phuong phap cd ban vad mot sé6 mo hinh hién
dai cho bai toan phan loai quan diém.
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