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Abstract

Localization is one of the most important functions for autonomous mobile robots (AMRS).
For indoor applications, the localization problem faces some difficulties such as lightning
variation, dynamic objects or highly reflective surfaces that generate measurement noises
for the perceptive sensor systems. Recently, tags-based pose estimation has become a
popular and efficient solution for AMRs. In this article, we also ultilize ceiling mounted
AprilTags for our AMR application in indoor environment. The advantage of AprilTags is
their invariance to uncertainty of the environment such as lightning conditions, providing
robust pose measurements with a fairly large range of measuring distances from the camera
to fiducial markers. By integrating AprilTags in the SLAM package, we have solved
several problems such as robot pose-recovery problem and improving the accuracy of the
robot localization. Experiments with an AMR robotic system, the Vibot-2 robot, are carried
out in two cases: under day-light condition and night-time condition to verify the accuracy
of the method. In addition, we also discuss our solution of tag positioning in order to
increase the stability of the robot navigation in global map. Experiment results show that
the accuracy in pose estimation is less than 20 cm in terms of position and less than 5° in
terms of heading angle. Furthermore, the pose measurements from the camera are quite
stable under different lightning conditions.
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1. Introduction

In the past decades, localization has been a hot research topic in the field of
autonomous mobile robots. A mobile robot without a good pose estimator can not work
properly in a dynamic working environment. It is a complicated problem that requires
many information from various sensor sources and advanced fusion algorithms to solve.

Conventional localization methods for outdoor applications often used the
extended Kalman filter to estimate the position and orientation of the robot based on
feedback data coming from wheel encoders, IMU or GPS which can provide reliable
measurements [1]. However, for indoor applications, the task of positioning the robot in
the global map becomes much more complicated under dynamic working environment.
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The AMRs need to use not only encoders, IMU but also other advanced sensor devices
such as 2D or 3D laser range finders (LiDAR), 2D or 3D cameras, indoor GPS,...

Up to now, some of the most practical approaches to solve the localization of
AMRs are from probablistic robotics [2]. These approaches use particle filter-based
positioning (PF) to represent a state in which a robot can appear in the global map, then
uses a particle filter to calculate and converge the particles to a point about the actual
position of the robot. Among them, AMCL is currently the most effective and popular
algorithms that use particle filters [3, 4]. Due to large computation load, this algorithm
has a slow position convergent speed, especially when the robot's initial position is
unknown [5]. The work in [6] introduced a vector based AMCL for indoor maps which
ultilizes line segments from vector-based CAD floor plans to process for pose
estimation instead of using conventional grid maps, which could increase the efficiency
in terms of memory usage and accuracy. Lately, a positioning method based on learning
algorithms is used in conjunction with AMCL to accelerate global positioning in a wide
operating environment [7].

Despise the fact that AMCL is very powerful, there are cases it fails to provide a
stable estimation for the robot position. If, for example, due to some mismatches, the
robot lost its position on the map (kidnapping problem), it will be very difficult to
recover the robot position in a short time based only on the information from odometry
and lidar sensors. In order to overcome this drawback, many studies have integrated
additional features to fuse with AMCL (which based mainly on lidar sensors) [8-19].

WiFi signal transmitters are used to estimate the initial position of the robot for the
AMCL algorithm to reduce the calculation time and increase the global positioning
accuracy of the indoor robot [8, 9]. Fiducial markers are used in combination with data
from lidar to add more environmental features can increase the efficiency of positioning
in the global map and solve the problem of abduction of indoor robots [10]. The work
in [11] used RGBD camera and AprilTags at wall-mounted landmarks in combination
with AMCL algorithm to speed up global positioning and reduce uncertainty in location
tracking, and solve robot kidnapping problem. The concept of using moving tags that are
mounted on moving objects in the environment is also carried out, for example in [16].

Several techniques of pose estimation based on fiducial markers are compared
in [12]. Among them AprilTags are one of the most commonly used fiducial markers
that can be used both indoor and outdoor for ground truth generation in 6-DOF pose
estimation. The AprilTags were first introduced in 2011 in [14] and later have been
improved with new tag library, AprilTag 2 in [15] and AprilTag 3 in [16].
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In most of the applications that integrate AprilTags, the robot localization is
mainly based on the 6-DOF pose estimation of the tags (or tag bundle) with respect to
the camera frame via the Perspective-n-Point (PnP) algorithm [16-18]. This method has
several advantages: (1) it allows us to determine full coordinates in the tag space;
(2) can be applied in the case of large distance and field of view (as long as the tag can
be read). However, it requires large computation and the accuracy depends greatly on
the distance and viewing angle from the camera with respect to the tags. Besides, in
most of the studies, for example in [13, 18, 19], the AprilTags are attached along the
side wall or on the floor along side the robot path quite densely. In theory, the more tags
are there, the more information the robot can get thus provides more accuracy for the
robot localization. But this way of positioning the fiducial tags in the surrounding is not
always practical because it affects the aesthetics of the environment and in some cases it
is not really efficient.

In this article, we use a completely different approach to compute the robot pose
based on AprilTags in the global map. The experiments have been carrried out with the
Vibot-2 AMRs in indoor environments which are the quarantine areas for Covid-19
patients in some hospitals in the North and South of Vietnam (during the pandemic
periods in 2020 and 2021). In our solution, we have attached the AprilTags to the ceiling
of the lobbies in the buildings where the robots perform some delivery tasks automatically
(i.e. providing foods, medicines and neccessary for the patients). Instead of using 6-DOF
pose of the tags, we determine the robot position based on the calculation of the 3-DOF
pose of the robot camera in the tag frame via some transformations between planar
coordinates frames. This method gives us a fast, reliable solution and has better accuracy
compared to the 6-DOF pose estimation using PnP solver.

In the second part, we describe our localization problem and the 3-DOF pose
calculation using ceiling mounted AprilTags. Solution for the kidnapping problem is
presented in Section 3. Our proposed method for improving the global localization is
discussed in detail in Section 4. Section 5 shows some experiments to verify the
accuracy and stability of our pose estimation based on AprilTags under different
lightning conditions.

2. Indoor localization using ceiling mounted AprilTags
2.1. The Vibot-2 AMR system

The Vibot-2 AMR is an intelligent medical transportation robot capable of self-
mapping, navigating, avoiding dynamic and static obstacles, automatically receiving
and returning goods and returning to the charging station when the battery runs out.
Robots are used in quarantine areas with a high risk of infection to replace medical staff
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in transporting food, medicine, necessities, collecting garbage and supporting remote
medical examination through video calls. Each robot Vibot-2 has been equipped with
suitable actuators and sensor system.

Figure 1 shows the hardware components of the robot and one prototype working
in a hospital. The mobile base is designed with type (2,0) structure including: two active
fixed wheels are placed at the middle of the base frame and having the wheel radius of
0.075 m, four castor wheels are placed at the four coners of the base frame to support
the robot body. Each active wheel is driven by a 120W BLDC servo motor with a
maximum speed of 3000 rpm and connecting to a gear box with 1:30 gear ratio to
increase the output moment. This combination allows the robot to move with a
maximum speed of 0.8 m/s and carry large payloads up to 120 kg. One lifting table is
attached to the base frame to get the carts at the cart stations. The lifting mechanism is
our new design solution which uses a linear actuated cylinder to lift up and down all the
delivery carts.
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Fig. 1. Vibot-2 AMR system:
(a) The hardware of Vibot-2 AMR; (b) A Vibot-2 AMR is working at Bac Giang general.

Each Vibot-2 AMR has a navigation system consisting of various sensors:
encoders on wheel-drive motors, a UM7 inertial measuring unit (data from encoders and
IMU are processed with an extended Kalman filter to get odometry information); two
SICK TIM551 lidars (placed diagonally front and rear to allow a full 360° scanning

73



Journal of Science and Technique - ISSN 1859-0209

range of the robot's environment). Ultrasonic sensors, several IR sensors and two
bumper sensors are placed around the robot base to increase the safety of the robot.
There are four cameras in the robotic system including:

e One camera (720p, 30fps, 65° FOV) is mounted on top of the control cabin
facing the ceiling to read the AprilTag codes.

e One front camera is used to look for the delivery cart. We also use AprilTag
on the carts so that the robot can recognize the correct cart for a given delivery task
(see Fig. 1b).

e One rear camera is used to aid the robot in docking phases (i.e. returning to
the charge station or moving into the cart stations).

e One camera is used for remote video calls for telecommunication between
doctors and patients via the robot.

The robot localization and navigation packages are running on an industrial PC
with an Intel Quad Core i7 8550U (1.80GHz) CPU and 16GB of RAM.

2.2. Global localization using AprilTags
The localization of Vibot-2 AMR consists of three stages:

e Computing the robot odometry which is a fusion from a kinematic based
estimator using wheel encoder feedback together with an IMU to get heading angle.

e Computing the robot pose via AMCL package with the inputs coming from
the robot odometry and point cloud of distances provided by lidar devices as well as
a global map of the floor plan.

e Re-correct the robot pose in global map using fixed fiducial markers that are
attached to the ceiling of the robot working environment.

In this section, we only focus on the use of AprilTags to compute the 3-DOF
pose of the robot in global map. With the high computing performance of the
Vibot-2 computer, the AprilTag 3 library are selected to ensure the highest
efficiency in terms of detection speed and positioning accuracy with small sized
tags [16].

To position the Vibot-2 AMR in the global map, the AprilTag of type 36h11
with size 10.5 x 10.5 [cm] is used to assign fixed global coordinates and is affixed to
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the ceiling so that the tag's conventional axes, as seen in Fig. 2, coincides with the
global coordinate system associated with the map, as depicted in Fig. 3.

(o] X

Y

Fig. 2. An AprilTag with ID 03 with assigned local coordinate frame Oxy,
the origin point O has global coordinates (x = 4.21 m,y =-3m, 8 = 0 deg).

Fig. 3. AprilTags are mounted on the ceiling at Bac Giang general hospital.

When the AprilTag is read on the ceiling, the robot stops, determines the
coordinates and direction of the robot in the global map from the global coordinates and
directions assigned to the tag, as seen in Fig. 4.
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Apriltag

(a) Global map (b) AprilTag reading window
Fig. 4. Robot read the AprilTag with ID 03 and re-locating its position on the global map.

In Fig. 4, when the tag is read, the coordinates of 3 points O, X, Y (3 corners of
the tag) and point C (the center of the camera frame is also the center of the camera) in
the image coordinate system will be determined.

In Fig. 5, the O:XY coordinate system is the image coordinate system; position
of the AprilTag corresponding to O:X1Y1 when the robot's orientation angle in the
global coordinate system is zero; position O2X2Y> corresponding to the direction angle
theta; deltaX and deltaY are the differences of the coordinates of the point X and the
point O on the O;X; and OY axes, respectively.

Since the OX edge of the tag is glued to the ceiling so that it is parallel to the
x-axis of the global coordinate system attached to the map, when the robot heading
angle in the global coordinate system is zero, the angle of the OX in the image
coordinate system is equal to -90° corresponding to the position O1Xi as shown in
Fig. 5. Therefore, the robot's orientation angle in the global map can be calculated by
the rotation of the OX edge from the O1X1 in the image coordinate system but in the
opposite direction.
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Fig. 5. Determine the robot heading angle in global coordinate frame.

The heading angle of the robot is determined as follows:
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Fig. 6. Determine the robot position in global coordinate frame.
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To get the robot position in the global coordinate frame, firsly, we determine the
camera center point (point C) in the global frame via coordinate transformations from
image coordinate system I,x.y;, to the real coordinate system E, X, Y, . From then it is

posible to calculate the robot pose in the global frame.
Figure 6 describes the coordinate frames:
e The global coordinate frame attached to the map M x,y,,;

e The coordinate frame attached to the robot R XY,

e The coordinate frame attached to the camera center point C,,X,,Y,,. The axes
C..X,,and R, x,, are coincided, the axis C,,y,, is parallel to R,,Y,,;

e The coordinate frame C,x,Yy,, is attached to the camera at point C but is
expressed in the image space (unit pixels) having all axes coincide with C_,X,,Y..»

e The image coordinate system I.xy, has a size of 640x480 pixels. The camera

center point C is placed at the center of the image frame, as seen in Fig. 6;
e The coordinates of the point O on the AprilTag are given in the global

coordinate frame and in the image coordinate frame: (Xéw), yéw)),(xg), Yo )

We have:
v . T
G G oS _E —sin _E X0
y(()il) = yl(il) + T T yii) (2)
© : sin[——] cos[——] °
2 2
or
XM =240+ y¥
(3)
Yo =320— X

Projecting the coordinates of point O from image frame to the real coordinate
frame we have:

X(()wz) Xgl)
w2) | T 4)
Yo Yo
where K is the conversion ratio between the image unit pixel to the real coordinate unit:
ox|
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with |OX| =0.105[m] is the real dimension of the OX edge of the AprilTag and |OX|,
is the dimension in pixel of the OX edge in the image frame.
Projecting the point O from the frame C,X,,Y,, to M Xx,y, we have:

X1 [cos(f) —sin(F)]|x
(w) - (w) o (w2) (6)
Yol Yo'l [sin(6) cos(d) ||yo

And we get the camera center point in the global coordinate frame:
xXW 1 Ix”] [cos(f)  —sin(B)]| x5

| =y~ 7
yeor {y | |sin(@)  cos(6) ||y&? (7)

where (ng>, yéw)) are the coordinates of the point O of the fixed AprilTag which are

given in the global frame, the heading angle 6 is computed from (1) and (xéwz), yéwz))

are determined from (4).
The robot coordinates are computed from the camera center point as follows:

x| X [cos (@) —sin ()] x” ®)
ye'] &) sin(@)  cos(6) Jlys”

With x{" =|RC|=0.263 m and y"™ =0 we have:
X = x{" —0.263- cos (0) )
y& =y —0.263-sin ()

3. Robot pose recovery

During our demo tests at the research center, we have tried out several techniques
with AMCL as the core for the robot pose estimator and have experienced many lost
position situations. Figure 7 shows a floor plan of our testing environment for the
Vibot-2 AMR. The longest distance is about 60 m which is quite a large area. The
building floor has a symetric structure which means there are similar areas in the two
sides of the map. This feature indeed created problems for our AMCL algorithm. When
there is no fixed fiducial marker, the algorithm tends to fail to provide accurate
coordinates in the global map after one or two hours of continuously running around,
especially when the robot move to areas with a lot of similarity construction features. In
such cases, the robot position could be switched in either sides of the global map and it
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also lost the heading as well. This condition led to weird moving behaviors or the robot
would just stop moving while looking for a new valid path.

The main reasons for the kidnapping state of the robot can be: (1) the cumulative
errors of the odometry calculator, (2) the mismatch in AMCL while matching similar
sections in global map and (3) the measurement noise from environment conditions
such as drifting floor, poor lightning, reflective surfaces... It is important to take the
robot out of kidnapping state or prevent it for not falling in this state to ensure proper
operations. Using fixed fiducial markers as reference to recover the robot pose is one of
the most practical solutions for this problem.

uOE—‘-- ; f:]

Medicine

. L

Charging Station

Fig. 7. A tag positioning solution for Vibot-2 AMR - 2™ floor of S1 building
in Le Quy Don Technical University.

Figure 8 shows our algorithm to recover a robot pose when it falls into a lost
position state. During operation, if the output of robot global localization algorithm is
misplaced, the robot will be misguided, it cannot find the way to the desired destination,
move slowly around a position or stop. This feature is used to detect and notify the
robot of losing its position on the map. In case where the robot is kidnapped by the user
(e.g. move the robot to a new location), the user will notify the robot of the abduction
status via the console. When the robot realizes the status is lost or kidnapped, the
automatic pose recovery mode using AprilTag will be activated to help the robot
re-locate the position on the map and continue to perform the previous autonomous
mission or wait for a new task.
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Fig. 8. Re-locating algorithm after a position lost or kidnapping state of the Vibot-2 AMR.

4. Improve the global localization using AprilTags

For Vibot-2 AMR, we ultilize the advanced AMCL as the core technique for
global localization of the robot on a predefined static working map. This technique takes
into account all the information from basic odometry, lidar sensors and static map to
calculate the robot current pose. For environment with rich landmark features, this
algorithm wusually provides good estimations. However, for maps with repetitive
structures this method sometimes fails to give correct information of the robot pose
which leads to lost of position state and hard to recover from as mentioned in the
previous section.
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In order to improve the stability of the AMCL algorithm, we develop a fusion
scheme where information getting from the AprilTags is used to increase the accuracy
and stability in estimating the robot pose. Figure 9 shows the fusion scheme. Whenever
the robot performed a sucessfully reading from an AprilTag, the new pose information
is then fed into the AMCL algorithm via the node “initial pose”. This node is acting
like a reference for the AMCL to update its starting guess of the robot location on the
global map within each computation loop.
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Fig. 9. Integrating AprilTag in robot global localization.
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Note that the AprilTag reading only provides reference for global localization at
specific places where the tags are mounted. Between any two consecutive readings the
robot still need to calculate its pose based on information getting from laser sensors and
basic odometry. The tag reading is necessary to reduce the errors due to localization
model and sensor biases (or sensor drifting) over time.

There is a question need to be answered: How can the tags be positioned to get a
good outcome? When the robot lost its position, if there are a lot of tags attached to the
ceiling, it is easier for the robot to recover its pose on the map. However, a lot of tags will
not be a favorite solution since this will affect the aesthetic of the building structure and
not all of the admistrators will allow us to freely attach random tags to the ceiling of the
working areas. For this problem, we only placed the AprilTags at specific locations where
the robot must stop to perform some tasks during its operation, for example in front of
each room in the building, in front of the cart stations or at charging station (see Fig. 7).
The normal distance between two consecutive tags are around 10 + 20 m. And the tags are
placed on the main routes of the robot when it performs its daily delivery tasks.

At the places where there could be many changes to the environment conditions
such as water are frequently spilled onto the floor, we need to increase the density of the
tags in order to increase the valid reading probability of the robot if in case a slippage
might lead to a miscalculation of the pose estimator. Figure 3 shows an example of this
case at Bac Giang hospital (we placed four AprilTags at the area of supplying carts, but
use only two AprilTags along the two lobbies of the quarantine area in Fig. 4a).

5. Experiment

In this section, we will show some experiment results with the Vibot-2 AMR. The
position of the robot is updated via the AprilTag reading. The vertical distance from the
camera to the AprilTags is 1.5 m. The size of the AprilTag mounted on the ceiling is a
square of 0.105 x 0.105 [m]. The camera field of view is 65° and we used non-distorted
camera lense.

Figure 10 and 11 show the experiment setup for the tag reading under day-light
and night-time conditions. At each testing position of the robot, we get the robot poses
measured from the 3-DOF pose tag-based reading algorithm. The results are compared
with the exact pose in global map. Two laser levels are used for re-positioning the
AprilTags at correct position and orientation with respect to the global coordinate frame
(see Fig. 12).

83



Journal of Science and Technique - ISSN 1859-0209

(b)
Fig. 12. AprilTag with ID = 20 is attached at coordinates x = 4.66 m, y = -2.7 m, 0 = 0 deg:
(a) under day-light condition, (b) under night-time condition.

Figure 13 and 14 show the image frame captured during the experiments in the
two different lightning conditions at the coordinates x = 4.66 m, y = -2.7 m with four
different heading angles.

84



Tap chi Khoa hoc va Ky thudt - 1ISSN 1859-0209

lx=t vmarm v et o

" P2:0=90 deg

" P3: =180 deg T P4 =270 deg

Fig. 13. AprilTag with ID = 20 is attached at coordinates x = 4.66 m,y =-2.7 m,
under day-light condition.

T P2 6 =90 deg
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Fig. 14. AprilTag with ID = 20 is attached at coordinates x = 4.66 m, y = -2.7 m,
under night-time condition.

Figure 15 and 16 show the image frame captured during the experiments in the
two different lightning conditions, having small distances between the tag center and
camera center (image center).
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P5:x=45m,y=-2.7m, =0 deg P6: x =4.66 m,y =-2.898 m, 6 = 90 deg
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P7:x=4.765m,y =-2.7m, 6 = 180 deg P8:x =4.66 m,y=-2515m, 6 =270 deg

Fig. 15. Experiments under day-light condition with small distances
between tag center and camera center.
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Fig. 16. Experiments under night-time condition with small distances
between tag center and camera center.
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Table 1 shows the errors between measured poses and the exact poses in the
experiments under day-light and night-time conditions. The errors are computed with

2

Ae = emea - eref and Ad = \/( Xmea - Xref )2 + ( ymea - yref ) )
Table 1. List of real pose measurements using AprilTags of the Vibot-2 AMR

Cases Poses Errors Day-light Night-time
A0 (de 11 1.2
1 P1 (deg)
Ad (m) 0.077 0.05
AQ (de 15 1.4
2 P2 (deg)
Ad (m) 0.158 0.139
AQ (de 1.2 1.2
3 P3 (deg)
Ad (m) 0.071 0.066
A0 (de 1.2 1.1
4 P4 (deg)
Ad (m) 0.147 0.147
AQ (de 1.2
5 P5 (deg)
Ad (m) 0.066
A0 (de 1.7
6 P6 (deg)
Ad (m) 0.037
A0 (de 13
7 P7 (deg)
Ad (m) 0.058
AQ (de 1.4
8 P8 (deg)
Ad (m) 0.046
A0 (de 1.2
9 pss (deg)
Ad (m) 0.072
A6 (de 1.7
10 P6’ (deg)
Ad (m) 0.07
A0 (de 1.3
11 P7’ (deg)
Ad (m) 0.055
A0 (de 1.4
12 P8’ (deg)
Ad (m) 0.039

The results in the Tab. 1 show that the pose errors (position errors and heading
angle errors) under day-light condition are not much different from under night-time
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condition. The pose reading based on AprilTags is not being affected greatly under
various lightning conditions.

Table 2 shows the results of errors between measurement values and real robot
poses in experiments with different distances between the tag center and image center. It
can be seen that, in the case the tag center is far from the image center we get large
errors in absolute coordinates (x, y). This is because at the image area far from the
image center, the image of tag is tent to be distorted more (radial distortion). However,
this changes do not affect much on the reading of robot heading angle. Besides, at the
poses where the heading angle @ is closed to 90° and 270° the position errors are quite
big (nearly doubled compared to other poses). In equation (5), the coefficient k is
calculated with respect to the OX axis of the tag but in reality, the conversion ratios with
respect to the OX and OY axes of the tag are different (it can be seen on Fig. 13 + 16).
Specifically, at the poses with & closed to closed to 90° and 270° (the robot body is
parallel to the OY axis of the tag), the conversion ratio along OX axis is less than the
value along OY axis (the tag image becomes a rectangle that has edge along OY axis
longer than the edge along OX axis while in reality, the two edges are equal).

Table 2. Pose errors in the cases with different distances between tag center and image center

Cases Ad (m) A0 (deg)
1 P1:0.077 P5: 0.066 P1:1.1 P5:1.2
2 P2: 0.158 P6: 0.037 P2:1.5 P6: 1.7
3 P3:0.071 P7:0.058 P3:1.2 P7:1.3
4 P4:0.147 P8: 0.046 P4:1.2 P8:1.1

The robot localization using AprilTags gives us stable pose reading with the
position errors is less than 20 cm and heading angle error is less than 5° with our setup
of tag size and vertical distance between the camera and the AprilTags.

6. Conclusion

By integrating the AprilTags into the localization function of the Vibot-2 AMR,
we have greatly reduced the risk of losing the robot position during its navigation
process as well as improved the accuracy and stability for the robot pose estimation.

The use of AprilTags on the one hand provides a stable and safe localization
solution. Even under poor lightning conditions, the tag reading from the camera can still
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give stable outputs with low errors. On the other hand this method also has some
drawbacks. The accuracy of the AprilTag reading depends greatly on the quality of the
camera and the motions of the robot. In most of the time, sucessfully readings only occurs
with slow moving speed of the robot, otherwise fast robot motions will generate jittering
in the input image stream which makes the robot fail to get infomation from the AprilTags
or sometimes produce large errors which is also dangerous. Due to the limitation of the
camera field of view, if the robot arrives at a position which is quite far from the
destinated coordinates where a tag was mounted on the ceiling, a successfully reading will
not be guaranteed. This is why we have proposed a solution to place the AprilTags along
the robot path to inrease the probablity of valid reading and prevent the robot falling into a
kidnapping state. As long as we can keep track of the pose validation and do the pose
correction using AprilTags in time, the AMR will be able to work properly.

In our future works, we will try to improve the stability and accuracy of the robot
localization algorithm by replacing the camera with better quality and integrating more
advanced image processing techniques to reduce the noise created from the robot
motions as well as adding location aiding devices such as radio-based GPS indoors.
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MOT PHUONG PHAP BPINH VI CHO RO BOT DI PONG
SU DUNG THE PINH VI APRILTAGS

Hoang Vin Tién, Ting Quéc Nam, Trwong Xuin Tung, Nguyén Pinh Quén

Tém tit: Pinh vi la mét trong nhitng chirc ndng quan trong nhat doi véi cac hé thong
6 bot tw hanh (AMRs). O cdc ung dung hoat dong trong nha, bai toan dinh vi gap phai mot 56
kho khan nhw sy thay déi cua diéu kién anh sang, cac doi twong di dong hodc nhitng bé mat cé
dé phan xa cao tao ra cdc nhiéu do doi véi hé thong nhdn biét méi truwong xung quanh ciia
r6 bot. Gidi phap woc lwong tw thé cia ré bot tw hanh sir dung cdc thé dinh vi dang dan tro
thanh phé bién va dwoc vmg dung hiéu qua. Trong bai bdo ndy, ching téi ciing sir dung thé dinh
vi AprilTag dén trén tran cho cdc iing dung sir dung AMR. Uu diém cua cdc thé AprilTag dé la
chiing it bi anh hudng béi diéu kién dnh sang, cung cap nhitng phép do on dinh véi dai khodang
cach doc kha rong twr camera quan sat dén vi tri dat thé. Bcing cach tich hop cac thé dinh vi
AprilTag vao géi cong cu SLAM, ching téi da gidi quyét dirgc mét s6 bai todn nhuw vin dé tim
lai vi tri cia 16 bét trong ban dé toan cuc va ndang cao dé chinh xdc cua bo tinh toan dinh vi.
Cdc thiee nghiém véi mét hé thong ré bot tw hanh Vibot-2 AMR trong hai truong hop: dudi diéu
kién danh sing ban ngdy va ban dém, dwoc tién hanh dé danh gid lai dg chinh xdc cia phwong
phap. Bén canh d6, chiing téi ciing ban dén gidi phdap bé tri cdc thé dinh vi dé tang sw on dinh
trong bai todn dinh vi dan dwong cia hé thong ré bot. Két qua thwe nghiém cho thdy do chinh
xdc trong wéc heong tw thé ciia ré bot nhé hon 20 cm vé vi tri va nhé hon 5° vé dinh hiréng. Bén
canh d6, phép do tir camera cho két qua khd on dinh duéi diéu kién anh sang thay doi.

Tir khoa: R6 bét ty hanh; dinh vi; dan duong; AprilTags.
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