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Abstract 

In this paper, the method design controller based on the feedback linearization control 

(FLC) method with optimal parameter for time response thanks to BAT algorithm for 

magnetic levitation system (MLS). Feedback linearization controller based on equivalent 

transformations brings a nonlinear system into linear form, then uses the poles-placement 

method to find parameters for the linear tracking controller. The selected pole does not 

optimize the controller parameters when the system needs to satisfy a rapid response 

condition. Therefore, the authors use the BAT algorithm to find linear tracking controller 

parameters based on ITAE cost function. The controller with optimized parameters is 

verified through simulation and experiment results. The proposed controller efficiency is 

compared with the feedback linearization controller through the simulation results.  

Keywords: Magnetic levitation system; feedback linearization control; BAT algorithm; 

optimization parameters; ITAE. 

1. Introduction  

Magnetic lavitation system is of practical importance, applied in many technical 

systems such as maglev (derived from magnetic levitation), frictionless bearings, 

vibration isolation of sensitive machinery, hot metal lifting melt in induction furnaces 

and lift metal plates during manufacturing [2-4]. The MLSs can be classified as suction 

or propulsion systems based on the magnetic force. The control of the ball's position in 

the MLS has attracted the attention of many researchers because the mathematical 

model is strong nonlinear and has many uncertainties, so there have been many studies 

the controller for this system. Studies [5, 6] show the control law of the MLS using the 

PID controller. In [7, 8], a serial multi-layer neural network is used to model the system 

in which learning and control are performed simultaneously. In addition, the adaptive 

controller techniques studied in [9, 10] have good results. Adaptive control with rules to 

adjust unknown parameters in the system model and adaptive PID control is proposed to 
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control position in [11, 12]. The sliding mode control is presented in [13], but the 

mathematical model used is linear. Sliding mode controller with adaptive parameters 

using Neuron network is presented in [14], the simulation results show the effect when 

the disturbance is white noise. The linear quadractic regulator (LQR) for the MLS is 

presented in [15], but the choice of controller parameters is still based on the trial error 

method. Fuzzy logic controller [16] and adaptive fuzzy logic controller [17] are 

proposed to stabilize the position of the ball. In addition, Javadi and Pezeshki [17] 

compared the performance of the adaptive fuzzy logic controller and the nonlinear H∞ 

controller. The studies of feedback linearization control in [18, 19, 22] show the 

effectiveness of this method. But the choice of parameters for the tracking controller is 

the trial error, leading to certain difficulties when choosing the parameters. Testing the 

parameters of each membership function is often time-consuming and tedious. 

Parametric optimization techniques for feedback linearization controller are presented in 

[20], but it is not a good result on the high-order nonlinearity systems and the multi-

objective functions. The optimization algorithm based on Nature-Inspired 

Metaheuristics is a development trend. There have been many optimization algorithms 

built successfully from the behavior of animals and have been widely published such as 

genetic algorithms (GA), ant colony optimization (ACO), bat algorithms (BA), bee 

algorithms, differential evolution(DE), particle swarm optimization (PSO), harmony 

search (HS), the firefly algorithm (FA), cuckoo search (CS), and the flower pollination 

algorithm (FPA), and others [1, 21]. This paper presents a method of designing a 

feedback linearization controller and optimizing its parameters to reduce the transition 

time based on the Integral Time Absolute Error (AITE) cost function. The controller is 

illustrated by simulation results on MATLAB software and experimental results on the 

actual system. The efficiency of the optimized control law is shown when compared 

with the traditional feedback linearization control laws. The main contributions of this 

paper are summarized as follows: 

(1) Designing feedback linearization controller with optimized tracking control 

based on BAT algorithm. 

(2) Evaluating the design controller quality based on simulation results and 

realization results on real systems. 

The rest of the paper is organized as follows: Section 2 presents the mathematical 

model of the magnetic levitation system. Section 3 presents the BAT algorithm. Section 4 

presents the design of feedback linearization control law for the magnetic lavitation 

system and the optimization of controller parameters. Section 5 presents simulation and 
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experimental results and a related discussion. Finally, Section 6 gives the conclusions 

and further work of this paper. 

2. Mathematical models of the MLS 

The model of the magnetic levitation system is shown in Figure 1. In which, u(t) 

is the control input, changed to control the electromagnetic force F to lift or lower the 

ball by a distance x0 from the electromagnet. The x distance between the ball and 

magnet is also the output of the target. The distance between the ball and the magnet is 

determined by the Hall-effect sensor. 

 
Fig. 1. Model of magnetic levitation system. 

Based on [14, 23, 24], the mathematical model of the magnetic levitation system 

has the following form: 
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where  x (m) is position of ball; v (m/s) is verlocity of ball; i (A) is current in the coil;  

u (V) is the voltage supplied to the coil; R (Ω) is coil resistance, L1 (H) is inductance of 

the coil; C (Nm2/A2) is magnetic force constant; M (kg) is mass of ball ; and g (m/s2) is 

acceleration of gravity. 

According to [14, 23], the inductance of the coil is a function of the position of the 

ball, determined by the equation (2): 
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where L1 is a parameter of the system. With the state variables as follows: 
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the state equations of the system (1) is rewritten: 
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The control goal is to keep the ball steady at the desired position x0 under the 

variation of the model parameter, as well as the effect of the disturbance. 

Build the phase plane at the work point  xsp = 0.02, 

2

spgM x
U R

C
  (Fig. 2), we 

see that the system is unstable at the work point. 

 
Fig. 2. The phase plane of system. 

3. Basics of BAT algorithm 

The standard BAT algorithm was developed by Xin-She Yang [21]. The main 

characteristics in the BA are based on the echolocation behavior of microbats. As BA 

uses frequency tuning, it is in fact the first algorithm of its kind in the context of 

optimization and computational intelligence. Each bat is encoded with a velocity vi
t and 

a location xi
t, at iteration t, in a d-dimensional search or solution space. The location can 

be considered as a solution vector to a problem of interest. Among the n bats in the 

population, the current best solution 
*x  found so far can be archived during the iterative 

search process. 
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Based on the original paper by Yang [21], the mathematical equations for 

updating the locations xi
t and velocities vi

t can be written as : 
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where β ϵ [0; 1] is a random vector drawn from a uniform distribution. 

In addition, the loudness and pulse emission rates can be varied during the 

iterations. For simplicity, we can use the following equations for varying the loudness 

and pulse emission rates: 

1 , t t

i iA A  

and 

 1 0 1 exp( ) ,   t

i ir r t  

where 0 < α < 1 and γ > 0 are constants. 

The pseudocode of the basic bat algorithm is presented in Algorithm 1. The main 

parts of the BAT algorithm can be summarized as follows: 

• First step is initialization (lines 1-3). In this step, we initialize the parameters of 

the algorithm, generate and also evaluate the initial population, and then determine 

the best solution xbest in the population. 

Algorithm 1 Original Bat algorithm 

Input : Bat population xi=(xi1, …,xiD) for i=1…Np MAX_FE 

Output : The best solution xbest and its corresponding value fmin=min(f(x)). 

1 : init_bat() ; 

2 : eval=evaluate_the_new_population ; 

3 : fmin=find_the_best_solution(xbest) ; {initialization} 

4 : while termination_condition_not_meet do  

5 :  for i=0 to Np do 

6 :        y= improve_the_best_solution(xbest) ; 

7 :        if rand(0,1)>ri then 

8 :   y= improve_the_best_solution(xbest) ; 

9 :        end  if {local search step} 

10:       fnew=evaluate_the_new_solution(y) ; 

11:       eval=eval+1 ; 

12:       if fnew≤fi and N(0,1)<Ai then  
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13:            xi=y ; fi=fnew ; 

14:        end if {save the best solution conditionally} 

15:      fmin=find_the_best_solution(xbest) ; 

16:        end for 

17:  end while 

• The second step: Generate the new solution (line 6). Here, virtual bats are moved 

in the search space according to updating rules of the bat algorithm. 

• Third step is a local search step (lines 7-9). The best solution is being improved 

using random walks. 

• In the fourth step evaluate the new solution (line 10), the evaluation of the new 

solution is carried out. 

• In the fifth step save the best solution conditionally (lines 12-14), conditional 

archiving of the best solution takes place 

• In the last step: find the best solution (line 15), the current best solution  

is updated. 

4. Synthesize the feedback linearization control law with optimal 

parameters of the tracking controller by BAT algorithm for magnetic 

levitation system 

The proposed control diagram for the magnetic levitation system has the form of 

Fig. 3. The synthesis of feedback linearization control laws with parameter optimization 

for the tracking controller by BAT algorithm consists of two stages:  

(i) Designing a feedback linearization controller; (ii) Optimizing parameters of the 

tracking controller by BAT algorithm. 

 
Fig. 3. The control diagram of magnetic levitation system with parametric calibration  

by BAT algorithm. 
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The form of feedback linearization control for non-linear systems [19] : 

 
( ) ( )
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where x∈ Rn is state vector of system, u ∈ Rp is input vector, and y∈ Rm is output vector. 

We need to determine the control law u = α(x) + β(x)v and the differential 

transformation z = T(x) such that the system (5) is linear. 
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Applying on the magnetic levitation system (3): 
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Using the differential transformation (7) brings the system (3) into the system (8): 
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where 
fL is differential operator Lie;  
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and 2 3

2
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The output x(t) tracks the setting signal xsp(t). We define the control law v(t) such 

that the linear tracking control law (9) has the characteristic equation in the form of the 

Hurwitz polynomial: 

 
1 2 3 0e k e k e k       (9) 

where ( ) ( ) ( ) spe t x t y t ; k1, k2, k3 are determined according to the poles-placement 

method as follows: 
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  (10) 

where s1, s2, s3 are the roots of the characteristic polynomial of the tracking controller 

(9), selected so that all these roots have the real-part on the left side of the imaginary 

axis to ensure the error e(t) go to 0. 

From (9) deduced : 

 1 2 3spv y x k e k e k        (11) 

The feedback linearization controll is obtained as follows: 
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  (12) 

With such a choice of roots s1, s2, s3, it is clear that only the system will be asymptotic 

stable, while the quality of the control cannot be assessed. Because the quality of the 

control depends on the physical parameters of the system, such as the control signal 

limit, the oscillation boundary limits of the system states and the external disturbance 

conditions, as well as measurement disturbance. To reduce the transient time in the 

positional response, keeping the static error to zero and reducing the value of the control 
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signal when there is a large deviation, the authors proposes a target function in the form 

of an integral time function and the Integral Time Absolute Error (ITAE) is in the form. 

: ( ) ITAE F t e t dt
                                             

(13)  

The algorithm for optimizing parameters of the tracking controller (12) through 

three coefficients k1, k2, k3 by BAT algorithm. The algorithm for finding a parameter set 

value by BAT algorithm include the following steps: 

1) Initializing bat populations (n) with the loudness (A) and pulse emission rates 

(r), the bats have random positions (xi) and velocity (vi) for all 3 parameters k1, 

k2, k3 

2) Calculating the ITAE cost function of all bat individuals in the population. 

3) Comparing the values of the cost function to find the bat (xbest) with the best cost 

function value. 

4) Updating the pulse frequency f and the velocity v of all the bats using the 

following equation: 
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5) Updating the positions of all the bats with the following equation: 

 1  k k kx x v

 6) Updating the position of the bat individual again if the pulse width (r) is less 

than the randomly generated signal pulse width (rand). 

  

In the study [1], parameter α is selected in the range (0.1). But in the search 

problem when the optimal value of the controller parameter when it has 

countless solutions and is far from the original starting point, so that the 

algorithm performs faster than the authors choose α to choose greater than 1 and 

will have may lose the optimal point, because the solution is not unique, so the 

algorithm can still find a solution. 

7) Checking the condition  to accept the new 

population, increase the pulse width (r), and reduce disturbance (A) . 

8) Checking: if the best value of the new position of bats is less than the required 

value (fmin) then end the algorithm, otherwise repeat the step 4. 
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5. Simulation and experimental results 

5.1. Simulation results 

 The simulation on Matlab software, with the following parameters of the magnetic 

lift system: R = 11.4 (); L1 = 0.6 (H); C = 1.4∙10-4 (Nm2/A2); M = 0.006 (kg) and  

g = 9.8 (m/s2). In order to optimize the parameters of the tracking controller, the authors 

selected the idea to slowly bring the magnetized object from 0.03 m to 0.02 m position 

for 2 s to value of cost function is less than 0.5 (fmin = 0.5). The initial value of the 

parameters of tracking controller are selected so that the polynomial (9) has three roots 

with real-part less than 0: s1 = -10, s2 = -10, s3 = -10. By formula (10) we get the value: 

k1 = 30; k2 = 300; k3 = 1000. Initialization data for the BAT algorithm include:  

Number of bats is 30, the loudness A = 0.5 and pulse emission rates r = 0.5.  

After optimizing the controller with the above conditions: k1 = 17.4662; k2 = 198.0436;  

k3 = 831.0916. With the found parameters, we find the roots of equation (9) as follows: 

s1 = -5.4467 + 9.8375i; s2 = -5.4467 - 9.8375i; s3 = -6.5728; with i - imaginary unit. 

From the results we see that the roots are on the left side of the z-plane, so the system is 

still stable.  

 Figure 4 shows the position response (Fig. 4a) and the voltage applied to the 

electromagnet (Fig. 4b) when the set value of the position has a trapezoidal input. From 

the result of the position response to the trapezoidal input, it is clear that the response time 

of the controller with optimized parameters is better, for example between 0 s to 3 s. the 

transient time of the normal FLC controller is 0.6411 s, the response time of the controller 

with optimized parameters is 0.4213 s. In the following time when the set value changes, 

the response time of the proposed controller is better. In addition, the value of the control 

voltage at the first moment (t = 0 s) is also smaller. If the error is large, the FLC controller 

voltage will increase rapidly if the transient time is decreased. Although the position 

response still fluctuates, it is still within the allowed 5% deviation. 

Figure 5 shows the position response (Fig. 5a) and the voltage applied to the 

electromagnet (Fig. 5b) when the set value of the position is in the set-point sin(2t). 

From the result of the positional response to the input sin(2t), it is clear that the response 

time of the controller with optimized parameters is better. In addition, the value of the 

control voltage at the first moment (t = 0 s) is also smaller. If the error is large, the FLC 

controller voltage will increase rapidly if the transient time is decreased. Although the 

position response still fluctuates, it is still within the allowed 5% deviation.  

Figure 6a shows the response of the ball's position to the effect of measuring noise 

Δx, in which the parameter Δx is is random value in the range [-0.0000015; 0.0000015] (m). 

Figure 6b shows the positional response of the magnetic levitation system when the 

system parameters are uncertain M+ΔM, in which the parameter ΔM is random value in 
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the range [-0.00595; 0.00605] (kg). From the above results it shows that the response of 

the system to the designed controller gives better results than the conventional 

linearized feedback controller. 

 
(a) 

 

 
 (b)  

Fig. 4. The response of the system with the trapezoidal input. 

(a) The response of the ball position; 

(b) The supply voltage for the electromagnet. 
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(a)  

 

 

 
 (b)  

Fig. 5. The response of the system with the set-point  sin(2t). 

(a) The response of the ball position; 

(b) The supply voltage for the electromagnet. 
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(a) 

 

 
(b) 

Fig. 6. The response of the system with nosie and uncertain parameters. 

(a) The response of the ball position with nosie; 

(b) The response of the ball position with uncertain parameters. 

5.2. Experimental results 

To demonstrate the effectiveness of the proposed control law, the authors have 

built the controller on the embedded system for the actual magnetic levitation system. 

Embedded control system is designed by the research team at the Department of 

Computing Techniques, which includes the following components: distance sensor 

module E49, ACS7 current sensor module, power amplifier circuit, Arduino Mega 
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also connected to a computer via RS-232 and monitoring software. The design model of 

the embedded controller and magnetic levitation system is illustrated in Fig. 7. 

Because the distance sensor module E49 is linear in a very narrow range, the 

authors carry out lifting control of the magnetized object at a determined location 

without falling out of the working position. Figure 6 shows the results when stabilizing 

a magnetized object with mass M = 6 g away from the electromagnet a determined 

distance of 2 cm. From the results we see that the ball is stable at the desired position, 

but the ball also oscillates because of the form of the control signal and measuring 

disturbance of the sensor 49E. When there is a change of the set position from 1 (cm) to 

2 (cm) in Fig. 8, the designed control law above still ensures that the ball is stable at the 

set value. Although there is fluctuation, the system still works stably. 

  
Fig. 7. Magnetic levitation system with the embedded controller. 

 

Fig. 8. The response of the ball position on the actual model. 
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6. Conclusion 

In the study, the synthesis of a feedback linearization controller with optimal 

parameters for a magnetic levitation system has been presented. By using the BAT 

algorithm with the ITAE cost function, the authors found a set of parameters with 

transient time and static error is better than the set of parameters selected by the poles-

placement method. Besides, this method also ensures the synthesized controller with the 

limit of the impact signals as well as the physical limits of the system. From the 

simulation results of the proposed controller and the conventional feedback linearizaion 

controller, it shows the advantages of the controller with the optimal parameter by the 

BAT algorithm. To demonstrate the effect of the synthesized controller, the authors 

applied the above control law for a magnetic lavitation system. The experimental results 

show that the effective controller on the embedded system is built, and the error 

guarantees the requirements of the real system. In the next studies, the authors will offer 

solutions to build fast-acting nonlinear controllers to improve the quality of the control 

system for magnetic levitation systems and improve the embedding system to give 

better results. 
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TỔNG HỢP BỘ ĐIỀU KHIỂN HỒI TIẾP TUYẾN TÍNH HÓA  

VỚI TỐI ƯU THAM SỐ DỰA TRÊN THUẬT TOÁN BAT  

ỨNG DỤNG CHO HỆ NÂNG TỪ TRƯỜNG 

Nguyễn Xuân Chiêm, Hoàng Đức Long, Phạm Xuân Thủy,  

Nguyễn Trần Hiệp, Lê Minh Kiên, Nguyễn Văn Xuân 

Tóm tắt: Bài báo trình bày phương pháp thiết kế bộ điều khiển dựa trên phương pháp hồi 

tiếp tuyến tính hóa (FLC) với tham số tối ưu về thời gian đáp ứng nhờ thuật toán BAT cho hệ 

thống nâng từ trường. Bộ điều khiển hồi tiếp tuyến tính hóa dựa trên phép biến đổi tương đương 

đưa một hệ phi tuyến về dạng tuyến tính, sau đó sử dụng phương pháp gán điểm cực để tìm 

tham số cho bộ điều khiển bám tuyến tính. Việc lựa chọn gán điểm cực mang tính chủ quan 

chưa tối ưu tham số bộ điều khiển khi hệ thống cần thỏa mãn một điều kiện đáp ứng nhanh.  

Do đó, nhóm tác giả sử dụng thuật toán BAT để tìm tham số bộ điều khiển bám tuyến tính dựa 

trên hàm mục tiêu ITAE. Thuật toán tìm kiếm BAT dựa vào đặc tiểm của quần thể bầy đàn loài 

dơi trong tự nhiên có những ưu điểm khi tìm kiếm các hàm mục tiêu đa biến. Bộ điều khiển với 

tham số được tối ưu được kiểm chứng qua kết quả mô phỏng và thực nghiệm. Hiệu quả của bộ 

điều khiển đề xuất được so sánh với bộ điều khiển tuyến tính hóa hồi tiếp qua kết quả mô phỏng. 

Từ khóa: Hệ nâng từ; điều khiển phản hồi tuyến tính hóa; tối ưu tham số. 
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