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Abstract

Some applications of Internet of Things (10Ts) require that generated data are delivered to
the sink within an end-to-end (E2E) delay bound. Moreover, to save energy consumption or
to lengthen the network lifetime, a duty cycle scheme is applied in which sensor nodes
periodically switch the radio on and off. In the duty-cycled networks, packet delay is
greatly affected by node deployment, therefore we aim to determine node density in a
wireless sensor network in order to guarantee the average E2E delay given network
parameters using the probability theory. Simulation results show that the proposed node
deployment method consumes less energy while requiring a smaller number of sensor
nodes than those of other existing works.
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1. Introduction

Thanks to the development of low-cost and multi-functional sensors, wireless
sensor networks (WSNs) have been widely used in many areas, such as military,
surveillance missions, industry, and agriculture, among others [1, 2]. In delay-sensitive
WSNs, there is a demand that the E2E packet delay is lower than a given delay
requirement. For example, detecting abnormal behavior (e.g., fire, gas leakage) should
be reported to the operator within a threshold value. Therefore, the main purpose of this
work lies on designing a wireless sensor network which guarantees the E2E packet
delay while consumes a small amount of energy.

For reducing the energy consumption, a duty-cycling technique can be applied, in
which nodes become active during a wake-up period, and sleep for the rest of a duty
cycle interval [3]. Since the data rate in WSNs is quite low, using the duty-cycling
technique is a good choice to preserve the energy of sensors. While using this technique,
two important factors, i.e., the duty-cycle interval and node deployment, which have
great impacts on the E2E delay, should be considered. More specifically, the packet
latency is directly proportional to the duty-cycle interval and inversely proportional to
node density of networks. Therefore, a node deployment strategy is introduced to meet
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the delay requirement for a given duty-cycle interval. Note that node deployment
algorithms in the literature [4-8] generally focused on addressing the energy imbalance
problem in the network, i.e., some nodes die early while other sensors still have plenty
of energy. For example, in [5] they assumed that the maximum transmission range of
nodes in a concentric layer is used as the layer width. For energy consumption balance,
the authors computed the nodes’ communication range in each layer given network
parameters. Meanwhile, in [4] Wu et al. made an assumption that the whole area was
classified into a number of concentric layers and all nodes shared the same transmission
range. Then, it was proved that sub-balanced energy consumption can be obtained if the
number of nodes from the outermost layer increases with the geometric rule. Despite of
achieving energy balance, the existing algorithms did not consider the packet latency
deadline, which is unsuitable for time-strict applications, e.g., fire detection.

To this end, we propose a node deployment algorithm, which aims to satisfy a
given E2E deadline. Specifically, the one-hop packet delay is first estimated and then
the E2E delay distribution can be derived by summing one-hop packet delay variables.
Taking the advantages of the Taylor expansion and central limit theory, we analyze the
mean of E2E delay as a function of network parameters such as the node density in each
area and the duty cycle interval. Finally, using a brute-force search method, the node
density is derived in order to satisfy the delay requirement.

The contribution of this work is summarized as follows. Firstly, we formulate the
average E2E packet delay as a function of network parameters, which helps to estimate
the expected packet delay with a given network topology before the network is
deployed in the real situation. Secondly, the energy consumption and the required
number of nodes are collected to check the performance of the proposed scheme and
two other node deployment ones using Matlab. The simulation results indicate that the
proposed method outperforms other ones, especially when the deployment area
becomes larger.

In the remainder of this paper, the system model and assumption are first
introduced in Section 2. Then, the estimation of E2E packet delay and numerical results
are explained in details in Sections 3 and 4, respectively. Finally, conclusion of this
work has been drawn in Section 5.

2. System Model and Assumption

In this work, we assume that nodes are deployed in a circular area with the sink

node at the center. Each node knows its position and should have at least one forwarder
73



Journal of Science and Technique - N.205 (3-2020) - Le Quy Don Technical University

which is closer to the sink. Note that the minimum node density which guarantees
network connectivity should be considered [9]. The area is divided into k circular layers
[5, 10, 11] and nodes in layer i are supposed to forward data packets to only nodes in the
very next layer (i-1). Even though the smallest number of hops may be less than k, we
consider k hops in the worst case. The proposed algorithm, called E2E delay Bounded
Node Deployment (EBND), determines the number of nodes in each circular layer

Ni(lsisk) in order to maximize network lifetime, then N, nodes are deployed

randomly with a uniform distribution throughout layer i. Note that each layer may have
different node distributions in order to maximize network lifetime. Let R and ¢ denote

the transmission range and the width, respectively, of layer j(1<j<k), and I is

defined as the radius of the entire area. The innermost layer is the circular area around
the sink with radius R . In order to forward packets to nodes in the next layer, ¢ should
be less than R (i.e., 0<c<R). In other words, node A belongs to layer 1 if the
distance between node A and the sink node, d,, satisfies 0<d, <R, meaning it can

transmit packets directly to the sink. Node A belongs to layer j(1<j<k), if
d, satisfies:
R+c(j-1)<d, <R+c(j-1) (1)

where 0<d, <I. The total number of layers k is calculated as follows:
k=——+1 (2)

Let R; denote the radius of layer j, and R; can be calculated as follows:

R,{ R ©
R+c(j-1) if2<j<k
Define A, as the area of layer j bounded by the radius of layers j and (j—l). The
size of A; can be determined as follows:
nR? if j=1

A"L(Rf—Rfl) if2< j<k @
Let random variable S; denote the forwarding area of nodes in layer j. As shown in
Fig. 1, S; of asender in layer j is defined as the intersection area between 2 circles: the
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transmission range of the sender and the circular area with radius R, . Since our
previous publication included formulation of S;, please refer to [12] for the detail

equation of the forwarding area.

Sensors use a duty-cycling strategy, i.e., nodes turn on the radio during an active
period and turn it off for the rest of duty cycle interval T . In this paper, a routing
algorithm, called layer-based forwarding (LF) algorithm, which is extended from [12] is
used. Unlike [12], LF uses neighboring nodes scheduling information (i.e., when
neighboring nodes turn on and off radio). All sensor nodes randomly select the wake-up
time during the duty cycle interval by using the same pseudo-random algorithm.
Specifically, nodes exchange their seed values and IDs at the beginning of network
formation. Using exchanged seed values, each node learns the schedules of its
neighboring nodes.

Mede
. Sender
Layer &
. o % Forwarding area
o =
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o
]

Fig. 1. Network model
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Let potential forwarders of a node represent all neighboring nodes belonging to
the forwarding area. When it has a data packet, the sender waits until a node from
among all potential forwarders wakes up and forwards the packet to the node that wakes
up earliest. Since a node is able to predict the schedules of its neighbors, the sender
should be in sleep mode until the next hop becomes active. This strategy can help nodes
reduce energy consumption by turning off the radio when unnecessary.

In this paper, the energy model is one referred by [13]. On the transmitter side,
there are transmission electronics and a transmission amplifier, while the receiver side
consists of reception electronics. Transmission power e, and reception power e, can

be calculated as follows:
Cux :(ﬂl +f,d” ) L
erx = ﬂBL

where « is the power coefficient, S,L is transmission electronics energy consumption,

()

B,d°" is energy consumed by a transmission amplifier, and B,L is reception

electronics energy consumption. L and d denote the data rate of each node (bps) and
the transmission range, respectively.

3. Estimation of End-to-end Packet Delay

In general, the delay of packets from nodes in the outermost layer is higher than
the delay from inner layers. If nodes in layer k meet the delay constraint, nodes in the
inner layers may also satisfy the delay requirement. Thus, in this paper, we use the
average packet delay from nodes in the outermost layer as the delay requirement. Let u

and & denote the average end-to-end (E2E) delay of packets in layer k, and the given
average delay requirement for the outermost layer (ADROL), respectively.

Average latency u should be shorter than or equal to given ADROL &. Note that
the mean of the sum of k random variables is equal to the sum of k random variables’
means. Since u is the average E2E delay of a packet in layer k, it can be expressed as

follows: u=u, +...+u,_, + w Where p; is the one-hop packet delay of a node in layer

J . Note that 4 =0, i.e., nodes in the first layer can transmit data packet to the sink

immediately, because the sink is assumed to be active all the time. One-hop delay
includes processing time and waiting time. In this manuscript, waiting time is from the
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time a node has a packet (its own packet or a packet received from a neighboring node)
to the time a forwarder wakes up. However, processing time can be ignored, since it is
much lower than the waiting time until the next hop wakes up. Thus, a one-hop delay
can be estimated as the waiting time until the next hop becomes active. Let T denote
the duty cycle interval of nodes in the network. Now, we will estimate the average one-
hop delay as a function of network parameters, such as the number of nodes in each
layer, the duty cycle interval, and the area radius. After that, the average delay of nodes
in layer k can be approximated using one-hop delays.

We consider a node in layer j that has m; potential forwarder(s). Let random
variable D, denote the wake-up time of the i node among the m; potential
forwarder(s) 1<i’<m,. Since sensor nodes randomly and independently choose a

wake-up time, D, are independent and identical random variables. The distribution

1

function of D, is F, (d;)=P(D, sdi,):d_l_—i if 0<d, <T. Let random variable Y,
denote the one-hop delay of a packet at layer j, then Y, will be defined as follows:
Y, :min(Dl,Dz,...,D ) Let P(Y;<y;Im;) define the probability that a one-hop

m;
latency is shorter than y; given m;, i.e., it is the probability that at least one D, <vy;
exists if the node has m,; potential forwarder(s). Then, the cumulative distribution

function F(y,|m;) of y; given m, can be expressed as follows:

F(y;Im; ) =1- probability that all D, > y,

:l—ﬁ(l—FDi(yj)) (6)

e
T

Now, distribution function F (yj) can be obtained using Bayes' theorem, that is:

(7)
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where P, (mj) is the probability that a node in layer j has m,; potential forwarders in
the forwarding area. After that, probability density function f (yj) can be obtained by

computing a derivative of distribution function F(y;):

()=

ol ®)

zépj (mj)gll—(l—%r]

Then, the average one-hop
T
My = onjf (yj)dyj

o ®
:zon(mj)erl: E{ijrl:l

where m; is the number of potential forwarders of a node in layer j.

After applying a Taylor expansion for function % around E[X], we can obtain

the expectation of the inverse function by only considering three first elements of the
Taylor expansion as follows:

e }ELl Lo (B[ (X -E[x])

m+1]” 7 E[X] E[xT E[X]

(10)
1 1

TEX]EXT

Var(X)

_ E[XT . .
The ratio between the first and second terms is V[—(X]) Note that in our work since
ar

X is a non-negative variable with the minimum value 1, E[X]2 IS much greater than

Var(X). As a result, the second term

~Var(X) is much smaller than the first

E[X]
term ﬁ For example, using our simulation setup, the first term is approximately
13.38 times higher than the second one. Therefore, by ignoring the second term,
T } T T
m+1] E[m+1 E[m]+1

Equation. (9) can be written as follows: u; = E{
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The approximate error is ﬁ=6.9%, which is acceptable due to the
assumption that we are considering the worst case of k forwarding hops. Define
N. . . .
P; :TJ as the node density in circular layer j where A, is the area of layer j and N;
i
is the total number of node in area A, . The average number of potential forwarders of a

j-1

node in layer j can be expressed E[mjjzpj_lE[Sj_J:I: E[S,,] where

j—1

forwarding area S; is defined in Section 2. Let random variable x denote the distance
between the sender (group j) and the boundary of group j—1; so that x has a uniform
distribution in the range [0,c] where c is the width of a layer. Note that S, isa function
of x, then the average of forwarding area is calculated as below:

1 pc
E[SJZEJ.OS](X)dX (11)
Thus, average one-hop delay x; can be rewritten in relation to the number of nodes,

N,, inlayer j as follows:

= E[mT 1 N, : (12)
j —LE[s, [+
A
E|S.
Define a; = & '] , and the delay constraint can be rewritten as follows:
i
N T N T et T <& (13)
“LE[S,,]+1 —*2E[S,]+1 —LE[S,]+1
Ao A A

The optimization problem determines the number of nodes in each layer (i.e.,

N,,N,.,...,N, ;) to meet the delay constraint in Eq. (13) given the total number of nodes
k

N:ZNJ.. If f(Ni):N T X T o T , then the

= “LE[S,,]+1 —*2E[S,]+1 —LE[S,]+1

Ay A A

optimization problem can be written as below:

minimize f(Nj)
subject to f (N ;) <&
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In order to determine the number of nodes in each layer, we consider a brute-force
algorithm which tries all possible cases of N;. Then, the proposed algorithm outputs

the case with the smallest average E2E packet delay.
4. Numerical Results

In this section, we compare EBND with other schemes that also aim at
maximizing network lifetime or balancing energy consumption. For example, Olariu’s
scheme [5] adjusts the transmission range, and Wu's scheme [4] proposed a
deterministic non-uniform node deployment strategy. According to numerical results,
both schemes require a large number of nodes, which is costly.

The communication energy parameters S, 3,, 3, are referred to as follows [13]:

J

:50x10‘9i_,ﬁ —10x102 DIt 5 :50x10_9i_. Let N and a denote the total
' bit " m? " bit

number of nodes in the network, and the number of packets generated by each node

during the simulation period, respectively; t —and t; are defined as packet

transmission time, and simulation time, respectively; « is defined as duty cycling rate;

and p,,p, and pg,, are power consumption for transmission of one data packet,

reception of one data packet, and sleep mode, respectively. Let n, and n, denote the

total number of packet transmissions and receptions, respectively, when each node
generates only one packet. Then, n, and n, can be calculated based on the number of

k k
nodes, N, in layer i as follows: n, =)'iN; and n, =>"(i-1)N;

i=1 i=1

The total energy consumption in the network can be estimated as follows:
E= atp (ntx P Ny Prx ) + (1 - a)tsim Npsleep + (atsim N - atp (ntx +N, )) I:)idle
where at_ (n,p, +n,p,) is transmission and reception energy, (1-c)t;, Np,,, is

energy consumption in sleep mode, and (aty,N-at,(n,+n,))P,, is energy

consumption in idle mode.
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In this section, Matlab was used to validate the proposed algorithm and compare it
with other strategies. First, we present a network performance comparison of EBND and
Olariu's scheme. Then, a comparison with Wu's scheme is made.

4.1. Comparison of EBND and Olariu’s Scheme

In Olariu's scheme [5], the transmission range of a node in layer i is the same as
the width of layer i. In order to achieve balanced energy consumption, the authors
derive the transmission range of nodes in each layer according to given network
parameters. However, the obtained transmission radius of nodes in inner layers is much
smaller than the maximum transmission radius, which reduces network connectivity. To
avoid the connectivity issue, Olariu's scheme requires a large number of nodes.

The number of nodes needed for network connectivity and total energy
consumption are selected as performance metrics. The area radius is set to 225 m, and
the maximum transmission range is 55 m. The number of layers is varied from 3 to 9.
Then, Olariu's scheme obtains the transmission ranges of nodes from the innermost
layer to the outermost, which are {8.19, 15.95, 20.95, 25.15, 29.22, 34.69, 40.50, 49.98}
meters.

Note that while selecting ¢ value (0<c <R), there is a tradeoff between the hop
count and the number of forwarding nodes. More specifically, a small ¢ value leads to
an increase in the hop count, which results in higher communication overhead. In
contrast, a high ¢ value can reduce the hop count; however, the forwarding area S;
becomes smaller, which means fewer forwarding nodes can be found. Therefore, we
initially set ¢=0.5R to balance between the hop count and the number of forwarding
nodes. The effects of ¢ selection on network performance (e.g., packet latency, energy
consumption) should be considered intensively in the future work.

The difference between EBND and Olariu's is that instead of using a uniformly
random node deployment in the whole area, EBND determines number of nodes N. in

each layer, then deploys N. nodes in layer i randomly with a uniform distribution.

Moreover, in EBND, the maximum transmission range is used for all nodes, whereas
the transmission range of nodes increases from the innermost layer to the outermost in
Olariu’s scheme.
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The Required Mumber of Nodes with Different Number of Layers
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Fig. 2. Comparison with Olariu's and Wu’s schemes:
(a) The total number of nodes; (b) Total energy consumption.

As shown in Fig. 2a, to satisfy the desired network connectivity, the Olariu's
scheme requires a much larger number of nodes than EBND. This is attributed to the
fact that the obtained transmission range set in Olariu's scheme is much lower than the
maximum transmission range. For example, nodes in the innermost layer can only
transmit a signal up to 8.19 m, while the maximum radio range is 55 m, i.e., the

2
connectivity range is reduced (%) =44.89 times compared to nodes that use the

maximum transmission range. Total energy consumption of Olariu's scheme, as shown
in Fig. 1(b), is also much higher than that of EBND. Thus, Olariu's scheme is not
practical in a large network.

4.2. Comparison of EBND and Wu's Scheme

Wu et al. [4] proposed a non-uniform node distribution strategy in order to
achieve sub-balanced energy consumption between nodes. The area is divided into a

82



Journal of Science and Technique - N.205 (3-2020) - Le Quy Don Technical University

number of concentric layers and nodes have the same transmission range. They proved
that sub-balanced energy consumption can be achieved if the number of nodes from the
outermost layer increases with the geometric rule.

As shown in Fig. 2, with a small number of layers, the required number of nodes
in Fig. 2a and total energy consumption in Fig. 2b for EBND are slightly higher than in
Wu's scheme. This result is attributed to the fact that Wu's scheme uses a deterministic
deployment strategy and the number of nodes in layers increases from the outermost
layer to the innermost with a common ratio. Thus, when the number of layers increases,
the total number of nodes and total energy consumption increase exponentially.

5. Conclusions

This paper introduced a node deployment algorithm for delay-constrained
applications in duty-cycled WSNs. We determined number of nodes in each layer using a
brute-force search method given the total number of nodes. We conducted a simulation
using Matlab and experimental results show that EBND required fewer sensor nodes and
less energy consumption than other two node deployment strategies considered.
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TINH TOAN MAT PO NUT MANG BE DAP UNG PO TRE TRUNG BINH
TRONG MANG CAM BIEN KHONG DAY LAM VIEC THEO CHUKI

TOm tdt: Cac irng dung trong Internet két noi van vt (10T) yéu cau dit liéu thu thdp
phdi duoc truyén téi nguoi qudn tri trong mét khodng thoi gian tré Qidi han. Dé tiét kiém
nang luong hay kéo dai thoi gian lam viéc ciia mang, ky thudt duty cycle dwoc sir dung, & do
Cac cam bién bdt va tat mach thu phdt theo chu ki. Trong mang 1am viée theo chu ki, dg tré
goi tin bi anh hwong lén boi viéc phdan bé nit mang, do dé ching téi xdc dinh mdt d¢ mit
Mang trong mét mang cam bién khong ddy nham bdo dam dé tré dau cudi trung binh Véi cdc
tham so cho trude sir dung 1y thuyét xdc sudt thong ké. Két qua mé phong cho thdy phwong
phap phan bé niit mang dé xudt tiéu hao it ning lwong hon trong khi yéu cau sé heong niit
cam bién it hon cdc phirong phdp hién co.

Tir khéa: Tiéu hao ning lugng; ky thuat dinh tuyén; yéu ciu vé do tré; mang cam bién
khong day.
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