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Abstract. This paper is concerned with the stabilization problem via
state-feedback control of discrete-time jumping systemih wstochastic
multiplicative noises. The jumping process of the systemdisen by a
discrete-time Markov chain with finite states and partidkiyown transition
probabilities.  Sufficient conditions are established imm® of tractable
linear matrix inequalities to desigh a mode-dependentiltialyg state-feedback
controller. A numerical example is provided to validate #ifectiveness of the
obtained result.

Keywords. multiplicative noises, Markov jump systems, stochastib#ity, linear
matrix inequalities.

1. Introduction

Stochastic bilinear systems, or systems with stochastitipticative noises, play
an important role in modeling real-world phenomena in glaeconomic, engineering
and many other areas [1-2]. Due to various practical apjpdics, the study on analysis
and control of stochastic bilinear systems has attractadiderable research attention in
the past few decades (see, [3-6] and the references therein)

Markov jump systems (MJSs) governed by a finite set of subsystogether with
a transition signal determined by a Markov chain to spedily active mode form an
important class of hybrid stochastic systems. They are@jfyiused to describe dynamics
of practical and physical processes subject to random alzhgnges in system state
variables, external inputs and structure parameters ddayssudden component failures,
environmental noises or random loss package in intercdimmsc[7-10]. Many results
on stability analysisH ., control, dynamic output feedback control, and state baundi
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for various types of Markov jump linear systems (MJLSs) hbheen reported recently
(see, e.g., [11-19]). Besides that stochastic bilineatesys with Markovian switching
have been investigated [20, 21]. In [21], necessary andcgeriti conditions in the form
of linear matrix inequalities (LMIs) were derived ensurisigpchastic stability of a class
of discrete-time MJLSs with multiplicative noises. The Iplem robustH,, control of
this type of systems was also studied in [22]. However, indkisting results so far
the transition probabilities of the jumping process areiaesx] to be fully accessible and
completely known. This restriction is not reasonable incpca and will narrow the
applicability of the proposed control method. To the authknowledge, the problem of
robust stabilization of uncertain discrete-time stodledstinear systems with Markovian
switching and partially unknown transition probabilitiemve not been fully investigated
in the literature.

In this paper, we address the problem of state-feedbackatarft discrete-time
stochastic bilinear systems with Markovian switching. Ttaasition probability matrix
of the jumping process can be partially deficient. Based otoehastic version of the
Lyapunov matrix inequality, sufficient conditions are éditshed in terms of tractable
LMIs to design a desired state-feedback controller (SCB&) stabilizes the system. A
numerical example is provided to verify the effectivenesthe obtained results.

2. Preliminaries
2.1. Notation

Z andZ* are the set of integers and positive integers, respectiaatyz* = {k €
Z : k > a} foranintegen € Z. E[.] denotes the expectation operator in some probability
space(€2, F,P). R is then-dimensional Euclidean space with the vector ngrfhand
R™*? js the set ohx p matrices S, defines the set of symmetric positive definite matrices.
diag{ A, B} denotes the diagonal matrix formulated by stacking blotksd B.

2.2. Problem formulation

Let (2, F,P) be a complete probability space. Consider the followingraie-time
linear system with multiplicative stochastic noise and kéaran switching

z(k+1) = Ay (rp)x(k) + Bi(ry)u(k)
+ [As (i) z(E) 4 By (ri)u(k)w(k), k € Z°, (2.1)

wherex (k) € R" is the vector statey(k) € R? is the control input, the system matrices
Aq(ry), Bi(ry), As(ry) andBy(ry,) belong to{ Ay;, By, Ag;, Bey, i € M}, whereAy;, By,

Ag; andBy;, 1 € M, are known constant matrices. For the notational simpgligihenever

r, = i € M, matricesA;(ry), Bi(ry), Aa(rg), Ba(ry) will be denoted asd;, By;, As;

and By;, respectively{w(k), k € Z°} is a sequence of scalar-valued independent random
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variables with

Elw(k)] = 0, E[w(k)]* = 1. (2.2)
The jumping parameters,, k € Z°} govern a discrete-time Markov chain specifying
the system mode which takes value in a finite A¢t= {1,2,...,m} with transition

probabilities (TPs) given by
P(rip = jlre = 1) = 75, i, € M,

wherep;; > 0,i,j € M andZ;”:lp,»j = 1foralli € M. We denotdl = (m;;) the
transition probability matrix ang = (p1, p, - - ., i) the initial probability distribution,
wherep;, = P(ro = i), i € M. Itis assumed that the jumping procegs.} and
stochastidw(k)} are independent and the transition probability mdiris only partially
accessible, that is, some entrieslbfcan be completely unknown. In the sequel, we
denote byr;; the unknown entryr;; € 1I, M) and M) the sets of indices of known
and unknown TPsinroM; = [m;; 7 ... min| Of I, respectively,

MY ={je M: 7;isknowny, MY = {j e M: m;is unknowr . (2.3)

Moreover, ifMY) = 0, we denoteM? = (ué, ué, ..., 1), 1 < 1 < m. Thatis, in theith

row of I, entriesm; ;i , w1, - - -, ;i are known.

For control system (2.1), a mode-dependent SFC is desigribe iform
u(k) = K(ry)z(k), (2.4)

where K (r,) € {K;,i € M} is the controller gain which will be designed. With the
controller (2.4), the closed-loop system of (2.1) is givgn b

z(k+1) = Ar(re)z(k) + Age(ri)x(k)w(k), k € Z°, (2.5)
WhereAlc(Tk) = Al (Tk) + Bl (Tk)K(’f‘k) andAgc(Tk) = AQ(Tk) + BQ(Tk)K(Tk)
Definition 2.1 (see [21]) The open-loop system of (2.1) (i.e. witfk) = 0) is said to be
stochastically stable if there exists a constaiit,, z,) such that

E [ZxT(k)x(kﬂro,xo < T'(ro, zo).

Definition 2.2. System (2.1) is said to be stochastically stabilizableafdhexists an SFC
in the form of (2.4) such that the closed-loop system (2.8jashastically stable for any
initial condition (rg, xo).

The main objective of this paper is to establish conditiomsdésign an SFC
(2.4) which makes the closed-loop system of (2.1) with pHytiunknown transition
probabilities stochastically stable.
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2.3. Auxiliary lemmas

In this section, we introduce some technical lemmas whidhbei useful for our
later derivation.

Lemma 2.1 (Schur complement)Given matricesM, L, () of appropriate dimensions
whereM and @ are symmetric and) > 0. Then,M + LTQ~'L < 0 if and only if

-
[]\L/[ EQ} <0 (2.6)
or equivalently
— L
[L? v < 0. (2.7)

The following lemma gives necessary and sufficient conagifor the stochastic
stability of the open-loop system of (2.1) (see [21]).

Lemma 2.2. The open-loop system (2.1) (i.e. u(k) = 0) is stochastically stable if
and only if there exist matriceQ; € S, i € M, such that one of the two following
conditions holds

(i) Forall i € M, the following algebraic Riccati inequality (ARI) holds
ALGiAy + Ay GiAg — Qi < 0, (2.8)
WhereGi = Z;nzl ’/Tiij.
(i) The following LMIs hold

—Qi Jy;  Jy
Ju —Q 0] <0, ieM, (2.9)
Joi 0 —Q

where@ = diag{Q1, Qs, ..., @} and

Jl = [\/WﬂAlTZ-Ql VTnALQy - \/WimAlTiQm} ;
JzTi = [\/771‘114;@1 \/%‘114;@2 \/ﬂ-imA;iQm} .

3. Main results

In this section, we first derive conditions to ensure thatesyg2.1) with partially
unknown transition probabilities (2.3) is stochasticadable. Then, based on the
proposed stability conditions, an SFC in the form of (2.4Jesigned.
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Theorem 3.1. The open-loop system ¢(2.1) with deficient TPg2.3) is stochastically
stable if there exist matriceg; € S}, i € M, such that

i 7T 7T
_ﬂ;aQi i Jai

Ju —-Q 0| <0 (3.1)
Joi 0 =@
and
—Q:  AlQ; AjQ;
QiAu —Q; 0 | <0, jeMy, (3.2)
QA% 0 —Qj
where

i = [Vﬂi#iAlTiQui VA -y ”iqulTiQ#f} ’
g = [\/ Tt A2Quy VT AaQuy WiuiA;iQui} ,
Q = dlag{Q/ﬂla T 7@/;;'}7

T, = E Tij-

jemy)

Proof. According to condition (2.9) of Lemma 2.2, system (2.1) wittk) = 0 is
stochastically stable if and only if there exist matricgsc S;!, i € M, such that

A GiAy; + AGiAy — Qi <0, (3.3)

whereG; = 37| m;Q;. Itis fact thaty " | p;; = 1foralli € M. Thus, condition (3.3)
is equivalent to one of the following two conditions

Z Tij [A]—Z‘QjAli + A;QjAZi} - Z Qi <0 (3.4)
j=1 Jj=1
or
Z ;g [ALQ]'AM + A;—Z‘QjAQi) - Qz}
jemP)
+ Y my [AQiAL + A3,Q;A%) — Qi] < 0. (3.5)
jeM)

LetGi = 30 m;Q; andm, = Y-« m;. Note tha;; > 0foralli, j € M,

a

condition (3.5) holds if the two following conditions hold

AL Gi Ay + Ay GiAy — Qs < 0, (3.6)
ATQAL + AJQ Ay — Qi <0, j € MY, (3.7)
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By Schur complement Lemma 2.1, conditions (3.6) and (3.7) loa recast into the
following LMIs } )
~ToQi ']sz' Jsz'

le‘ —Q 0 <0 (38)
Jai 0 -Q
and
~Qi ALQ; ALQ; |
QAL —Q; 0 <0,j € M.
Q; Az 0 —Q;
This completes the proof. O

We now establish conditions by which system (2.1) is stawntedly stabilizable as
given in the following theorem.

Theorem 3.2. Systen{2.1) with deficient TP$2.3) is stochastically stabilizable if there
exist matricesX; € S} andY;, i € M, such that

—WZXZ jl—l; j;;

Joi 0 —-X

and
—X; (AuXi+BuY)' (AuX; + Bzz’Y;)T
* ~-X; 0 <0, jeM (3.10)
* * —Xj
where
jl—l; = |: ﬂ-ilfi (AlzXz + Bh-Y;)T .. /Wiuf(AliXi + BuY;)T] ,
j;; — |:1 /71'2-“3 (AQzXz —|— BZZ'}/;)T e /7‘(”1;' (AZZXZ + BQZ}/;)T] y
X=Xy, Xpp)

The controller gaings;, i € M, are given byK; = Y; X, .

Proof. It is only necessary to show that the closed-loop system) {&.5tochastically
stable. According to Lemma 2.2, system (2.5) is stochdstistble if and only if there
exist matrice€); € S;', i € M, such that

Al

lci

GiAiei + Ay GiAse — Qi < 0, (3.11)

whereG; = Z;ﬂ:l mijQj, Arei = Avi + B K; and Ay = Ay + By, K.
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Let X; = Q; '. By pre- and post-multiplying equation (3.11) wilf), we get

XA GiA L X + XA, GiAsei X — X, < 0. (3.12)
By similar arguments used in the proof of Theorem 3.1, we eantlsat condition

(3.12) holds if ) )
XZ'AT GZAchXZ + XZAT GZAQCzXZ — 7T2XZ' <0 (313)

lce 2ct

and
XA, QjA 16X, + X;A,, QjAwiX; — X; <0,j € Mg (3.14)

let 2ci

We now defineY; = K;X; then, by Schur complement lemma, conditions (3.13) and
(3.14) are equivalent to (3.10) and (3.11), respectivelhe proof is completed. O

Remark 3.1. When the transition rate of the jumping process of sygt2n) is fully
accessible (transition probabilities are completely knpwthe derived conditions in
Theorem 3.2 are reduced to those of Theorem 2 in [21]. Thuesydbult of Theorem
3.2 in this paper can be regarded as an extension of the res{@t1].

Remark 3.2. When the transition rate of the jumping process of sy¢&f)is completely
unknown, condition (3.9) in Theorem 3.2 is omitted and domai(3.10) is now required
to feasible for alli, j € M.

4. Anillustrative example

Consider a two-mode uncertain system in the form of (2.1 wie following data

0.5 04 1.0 0.1 0.25 0.5
Allz{ :|a811:|: :|aA21:|i }7321:{ }7

0.1 1.15 0.5 0 0 0.1
0.8 04 0.6 0.5 0.25 0.8
iz = {0.25 1.05} B2 = {1.0} ) Az = {0 0 ] , Bz = {0.2} '

The transition probability matrix is fully inaccessibléat is,

707
= [? ?} ’
where? stands for unknown entries. It can be verified using the LMIdox in MATLAB
that condition (3.2) is not feasible for all; € {1,2}. Thus, Theorem 3.1 cannot

guarantee the stability of the open-loop system. A simamatesult with initial state
x(0) =[1 1]" is given in Figure 1. It can be seen that the open-loop systamstable.
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Figure 1. A statetrajectory of the open-loop system with random mode

We now apply Theorem 3.2 to design a mode-dependent SFC fortineof (2.4).
that makes the closed-loop system (2.5) stochasticaliyestBy solving condition (3.10)
using MATLAB LMI toolbox we obtain the controller gains

Ky =[-0.1838 —0.5237], K,=[-0.3943 —0.8955] .

A state trajectory of the closed-loop system with the olgdiontroller is given in
Figure 2. The simulation results demonstrates the effeicéigs of the design method

proposed in this paper.
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Figure 2. A statetrajectory of the closed-loop system

5. Conclusions

In this paper, the stabilization problem via mode-depends&ate-feedback
controller has been studied for a class of discrete-timehststic systems with Markovian
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switching and multiplicative noises. Sufficient condigdmave been derived in the form
of tractable LMIs to design a desired stabilizing state beatt controller. An example
has been provided to illustrate the effectiveness of thainétl result.
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