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Abstract

The study investigates the asymmetric impact of the ex-

change rate on aggregate trade balance of 45 countries tak-

ing account of country characteristics, including develop-

ment, exchange rate system, openness, and export diversi-

fication. Employing non-linear autoregressive distributed

lag (ARDL) methodology; the study comes to several find-

ings. First, the exchange rate does have an asymmetric im-

pact on aggregate trade balance across countries in both

the short and long-run. However, either appreciation or de-

preciation shows a consistent superior effect on the trade

balance in comparison with the other. Second, although re-

sults among country groups of development, exchange rate

regime or openness are not obviously different, developed

countries show the more powerful impact of exchange rate

than developing countries on the average and insignificant

effects of exchange rate on trade balance are found only in

low openness countries. Finally, currency depreciation to

improve trade balance widely works in higher diversified

exporters but does not work in lower diversified exporters.

�Pham Thi Tuyet Trinh, International Economics Faculty, Banking University of Hochiminh City.
Email: trinhptt@buh.edu.vn.



102 Pham & Le/The Asymmetric Impacts Of The World Oil Price ...

1 INTRODUCTION

The effect of exchange rate changes
on the trade balance has been demon-
strated through the elasticity approach,
Marshall-Lerner condition, and J-curve
impact. Accordingly, domestic currency
devaluation can be considered as one of
the policy instruments to improve the
balance trade. Complementary to the
elasticity approach, the absorption ap-
proach stated that when the economy
has not reached full employment, the
devaluation policy can be useful under
the Marshall-Lerner condition.

Many empirical studies have tested
theories of elasticities and absorp-
tion. Most empirical studies in both
developed and developing economies
have shown that the Marshall-Lerner
condition exists in the long run
(ex. Bahmani-Oskooee [5]; Bahmani-
Oskooee & Farhang [7]). Furthermore,
the J-curve effect on the trade balance is
demonstrated in studies of Wilson [36],
Bahmani-Oskooee & Kara [10], Fang et
al. [20], Pham [30]. However, several
studies found that there is no relation-
ship between exchange rate and trade
balance in the long run (Wilson [36]),
There also has no impact on exchange
rate on trade balance only complies with
J-curve effect in the long run but not
in the short run (Bahmani-Oskooee &
Brooks [6]; Huchet-Bourdon & Korinek
[23]). It can be summarized that the im-
pact of the exchange rate on trade bal-
ance varies upon the economies.

A common problem in most empir-
ical studies is the assumption of sym-
metry. This assumption states that the
impacts of exchange rate on trade bal-

ance when exchange rate increases or
decreases are the same. Under this as-
sumption, the linear regression model
is employed; consequently, the result
implies that the response of the trade
balance to exchange depreciation is the
same as its response to exchange rate
appreciation. However, the behavior of
exporters and importers is facing an in-
crease in the exchange rate can differ
from their behavior when the exchange
rate decreases. In other words, the im-
pact of the exchange rate on the trade
balance is asymmetric like other finan-
cial indicators. Recent empirical stud-
ies such as Arize et al. [2], Bahmani-
Oskooee & Fariditavana ( [8], [9]), and
Demian & Di-Mauro [16] have provided
evidence of the asymmetric effect. How-
ever, these studies were limited in scope
when they covered several economies
with data of selected separated indus-
tries and trade partners. This study,
therefore, aims to examine the impact of
the exchange rate on trade balance un-
der the assumption of asymmetry across
countries with various economic status,
exchange rate system, trade openness,
and trade diversity. Within the larger
scope, this study will provide a piece
of obvious evidence about the system-
atic asymmetric impact of the exchange
rate on the trade balance. The results of
this study enhance prior knowledge in 2
main issues: (i) showing the systematic
asymmetry of the impact of exchange
rate on the trade balance, and (ii) com-
paring the different impact of exchange
rate on trade balance among economies
(developed countries versus developing
countries, high open and diversified ex-
porting countries versus their counter-
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parts).

2 LITERATURE REVIEW

2.1 Theory of Impact of Exchange
Rate on Trade Balance: Elastic-
ity Approach and Absorption Ap-
proach

The impact of the exchange rate
on trade balance has been concerned
by both academy and policymakers for
decades. Theoretically, the elasticity
approach and absorption approach are
prominent among several theories of
this discipline. Regarding the elastic-
ity approach, under the Marshall-Lerner
condition, the J-curve effect can be used
as the most appropriate visualization
to describe the relationship. The main
idea of the Marshall-Lerner condition
and J-curve effect bases on the rela-
tive prices of domestic goods versus for-
eign goods. The nominal exchange rate,
or exchange ratio of currencies, is ad-
justed according to the differences be-
tween the prices of domestic goods and
foreign goods. Accordingly, the nomi-
nal exchange rate can be understood as
the differences between the prices of do-
mestic goods and foreign goods when
they are calculated in the same cur-
rency (Edward [18]). Therefore, the
Marshall-Lerner condition implies that
real domestic currency devaluation (in
fixed exchange rate system) or real do-
mestic currency depreciation (in float-
ing exchange rate system) can influence
trade balance. For instance, under the
assumption of an infinitely elastic sup-
ply curve, a domestic currency devalu-
ation policy can help to improve trade

balance when the sum of demand elas-
ticity of importing and exporting goods
being larger than 1.

An abundance of empirical stud-
ies on both developed and developing
countries have confirmed the Marshall-
Lerner condition. Despite many results,
the majority of them have provided ev-
idence of the existence of the Marshall-
Lerner condition in the long run (Bah-
mani &Oskooee [5]; Bahmani, Oskooee
& Farhang [7]). These empirical results
imply two crucial issues: (i) a domes-
tic currency devaluation policy only en-
hances trade balance in the long run,
and (ii) demand for importing and ex-
porting goods in the short run is less
elastic than in the long run.

These issues can be explained by the
J-curve effect, which was explored by
Magee [27]. Magee [27] argued that
a decrease in domestic currency value
might lead to two main effects. (i) price
effect, which causes a decrease in ex-
porting price, an increase in import-
ing price, and consequently, a worsen-
ing trade balance; and (ii) quantity ef-
fect, which causes an increase in ex-
porting quantity, a decrease in import-
ing quantity, and consequently, an im-
proved trade balance. Both producers
and consumers need time to adjust their
quantity; therefore, price effect prevails
over quantity effect, making trade bal-
ance worsening in the short run. On
the other hand, the quantity effect tends
to dominate in the long run and helps
trade balance recover.

Complementarily, the absorption
approach was developed in the 1950s
in the studies of Harberger [22], and
Laursen & Metzler [26]. This approach
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states that domestic currency devalua-
tion can enhance trade balance only if
the economy has not reached the full
state of employment, where supply is
over demand absorption. On the other
hand, under full employment state, the
devaluation cannot support the supply
quantity; therefore, trade balance can
be adjusted by a decrease in the ab-
sorption level. This approach suggests
that the supply quantity should be con-
trolled when considering the impact of
the exchange rate on the trade balance.
Imperfect substitute model, which was
introduced by Goldstein & Khan [21],
and Rose & Yellen [32], is proposed to
solve this problem.

2.2 Empirical Studies on the Impact
of Exchange Rate on Trade Bal-
ance: Symmetric versus Asym-
metric Impact

Empirical studies on the impact of
exchange rate on trade balance are di-
verse in term of (i) methodology, (ii)
type of data on trade (aggregate data,
bilateral data on trade, data of different
industries), and (iii) scope (one country
versus many countries).

In terms of data and scope, the ma-
jority of empirical studies employed ag-
gregate data of trade, which is calcu-
lated as the sum of total exports and
total imports of the economy. Several
studies applied data on bilateral trade
or data in selected industries. They
found evidence that the impact of the
exchange rate on trade balance can be
different upon trade partners and indus-
tries. This result starts with a trend
of empirical studies using disaggregated
data after 2010. However, due to the

emerging demand of policymakers for
understanding the overall impact of ex-
change rate on the trade balance, aggre-
gate data for many economies is more
valuable to consider in this study.

Regarding methodology, Auboin &
Ruta [3] summarized and classified
them into two categories: before and
after 2000. Before 2000, empirical stud-
ies focused on examining the Marshall-
Lerner condition by basic traditional re-
gression such as ordinary least squares
and co-integration. Meanwhile, stud-
ies after 2000 have taken attention on
both Marshall-Lerner condition and J-
curve effect thanks to the development
of new quantitative models such as vec-
tor auto-regression, auto-regressive dis-
tributed lag (ARDL) models and co-
integration for VAR.

Another interesting issue concerned
by recent studies is symmetric ver-
sus asymmetric assumption. Symmet-
ric assumption shows the same abso-
lute value between the increasing and
decreasing magnitudes of trade bal-
ance when the exchange rate changes.
While many “traditional models” before
2010, under the symmetric assumption,
found limited evidence of J-curve ef-
fect (Bahmani-Oskooee & Farhang [7]),
the new approach under asymmetric
assumption provides the better results
(Arize et al. [2]; Sollis [35]; Bahmani-
Oskooee & Fariditavana [8]; [9]). The
scenarios of the asymmetric impact in-
clude: (i) an increase or a decrease in
domestic currency value that influences
trade balance in both different signs and
magnitudes, (ii) a decrease in domestic
currency value enhances trade balance
but an increase in domestic currency
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does not affect trade balance, and (iii)
an increase in domestic currency value
makes trade balance worsen, but a de-
crease in domestic currency does not af-
fect the trade balance. These scenarios
can be explained by different expecta-
tions between exporters and importers
when facing changes in the exchange
rate. In the case of domestic currency
devaluation, exporters may quickly re-
duce the inventories to meet the emerg-
ing demand; however, in the case of do-
mestic currency appreciation, importers
may find difficulties to increase invento-
ries because of rigid production.

Demian & Di-Mauro [16] suggested
further explanation. This study focused
on the behavior of exporters, which can
be classified into 2 strategies when the
domestic currency decreases: (i) keep-
ing the price constant and gaining more
profit from the change of exchange rate,
or (ii) decreasing the price further to
achieve higher market share and profit.
In the short run, exporters tend to
select to keep the price and gaining
more profit rather than taking time and
cost to expand production and distribu-
tion channels. Consequently, the export
quantity just increases slightly. On the
contrary, when domestic currency de-
creases, exporters can (i) decrease the
export quantity and international mar-
ket share, or (ii) lower the price to keep
the market share. In this circumstance,
exporters are to reduce the export quan-
tity rather than export prices because of
the complexity in the pricing decision.
Therefore, although exchange rate pol-
icy targets to adjust the export quantity
(Bernard & Jensen [11]), the absolute
change on exports when domestic cur-

rency increases are lower than the abso-
lute change on exports when domestic
currency decreases. Table 1 below rep-
resents the flow of empirical studies on
this topic in the last two years. Across
various data set in both country and in-
dustry scale, recent studies have a trend
to apply a non-linear ARDL model and
found the asymmetric impact of the ex-
change rate on the trade balance. Un-
der this assumption, the J-curve effect
was found in more cases, which might
be good evidence for policymakers to
adjust the exchange rate policy. Our
study also applies non-linear ARDL in
panel data of a large scale of countries to
identify the systematic asymmetric im-
pact of the exchange rate on the trade
balance. Furthermore, we will compare
the impact among country groups after
the economic crisis of 2008.

3 METHODOLOGY

3.1 General Research Model and
Data Specification

To test hypotheses on the asymmet-
ric impact of the exchange rate on the
trade balance, we employed the com-
mon model by Rose & Yellen [32] with
some modifications (model 1):

TBi,t = αi + βiERi,t + γiIPi,t + εi,t
(1)

Where i represents the country, t
represents time, TB is trade balance
(ratio of exports to imports), ER is the
exchange rate, and IP is an industrial
index – the proxy variable for economic
production capacity. α denotes con-
stant. β, γ are coefficients: β reflects
the elasticity effect, γ reflects absorp-
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tion effect.
In this model, the impact of the ex-

change rate follows the elasticity ap-
proach, whereas the impact of the in-
dustrial index represents the absorption
approach. In line with other empirical
studies, we applied model (1) in log-log
form, where the regression coefficient
represents elasticity of an independent
variable to the dependent variable.

Regarding the measurements, TBi

is calculated by the ratio of exports to
imports, whereas trade balance is sur-
plus when TB>1, deficit when TB<1,
and balance when TB=1. This calcula-
tion does not follow the common prac-
tice of economic statistics. However, it
is common in empirical research with
the two main advantages: one is free of
the measurement unit, which helps to
compare across countries, and explains
both nominal and real values (Bahmani-
Oskooee [5]). Another is positive value,
which can be used in the log-log model.
Data of TB was extracted from Inter-
national Financial Statistics database.
ERi is the real multilateral exchange
rate of country i, which represents the
competitive trade capacity of country i
to the rest countries of the world. An in-
crease in ER shows the appreciation of
currency value of country i compare to
the basket of other currencies, and vice
versa. Data of the real exchange rate of
almost countries is extracted from the
Bank for International Settlements. IPi

is an industrial index, which was pro-
duced by the Asian Regional Integra-
tion Center and International Financial
Statistics. We used this index because
it is available in short-time frequency
(monthly) in all selected economies.

Regarding the coefficient, β is the
main elasticity effect that we will con-
sider the asymmetric value in the next
section. Whereas, γ, representing the
impact of economic production on the
trade balance, is different in theory
as well as across empirical studies.
The theory on the relationship between
trade and production shows that: (i)
higher production leads to a higher de-
mand for imports of production inputs,
and (ii) higher production help to pro-
mote exports. Therefore, γ is larger
than 0 when the change in export is
bigger than the change in import, and
vice versa, γ is smaller than 0 when
the change in export is smaller than the
change in import.

We use monthly data from 45 coun-
tries selected from January 2009 to De-
cember 2016. We select this period to
avoid an unstructured point of the cri-
sis periods of 2008, which can make the
resulting bias. Moreover, this is the up-
dated period, which can be used to com-
pare with the previous period in other
empirical studies.

3.2 Non-linear ADRL Model

To explore the short-run and long-
run impact of the exchange rate on the
trade balance, ARDL bound approach
developed by Pesaran et al. [29] was em-
ployed in a non-linear form.

Model (1) is transferred into linear
ARDL model as following:

∆TBi,t = ai + biT +

p1∑
j=1

ci,j∆TBi,t−j+

+

p2∑
j=0

di,j∆ERi,t−j +

p3∑
j=0

ei,j∆IPi,t−j+
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+θi,1TBi,t−1 + θi,2ERi,t−1+

+θi,3IPi,t−1 + εi,t (2)

where ∆ denotes first difference, T is
trending factor, j denoted lag level.

In this model, ER is decomposed
into increasing effect (appreciation -
AP) and decreasing effect (depreciation
– DE), where AP and DE are followed
the form of sum of sections (Delatte &
Lopez-Villavicencio [15]):

APt =
t∑

m=1

∆ER+
m =

t∑
m=1

max(∆ERm, 0) (3)

DEt =
t∑

m=1

∆ER−
m =

t∑
m=1

min(∆ERm, 0) (4)

Then, trade balance equation can be de-
veloped into asymmetric ARDL model
as model (5) below:

∆TBi,t = ai + biT +

p1∑
j=1

ci,j∆TBi,t−j+

+

p21∑
j=0

d1i,j∆APi,t−j+

p22∑
j=0

d2i,j∆DEi,t−j+

+

p3∑
j=0

ei,j∆IPi,t−j + θi,1TBi,t−1+

+θi,21APi,t−1 + θi,22DEi,t−1+

+θi,3IPi,t−1 + εt (5)

Shin, Yu & Greenwood-Nimmo [33] in-
dicated that model (5) is a nonlinear

ARDL model, which has similar test
procedures as the original linear model.
Therefore, we apply the same technique
strategy of Pesaran et al. [29] to iden-
tify the short-run and long-run asym-
metric impact of exchange rate appre-
ciation and exchange rate depreciation
on the trade balance. According to Pe-
saran et al. [29], these estimation and
testing procedures of ARDL bound test
can work with variables in I(0), I(1) or
both I(0) and I(1).

Step 1, identify the ARDL specifica-
tions: (i) whether there is intercept a,
(ii) whether there is trending factor T ,
(iii) number of lag levels p1, p21, p22,
p3 of ∆TB, ∆AP, ∆DE and ∆IP. We
use T-ratio test to identify the existence
of intercept a and trending factor T , and
minimum Akaike information criteria to
identify the appropriate number of lag
levels for other variables.

Step 2, test the co-integration re-
lationship by F-test: null hypothesis
H0 as no co-integration relationship be-
tween trade balance, exchange appreci-
ation and exchange depreciation (θi,1 =
θi,21 = θi,22 = θi,3 = 0); and H1 as
there is co-integration relationship be-
tween trade balance, exchange appreci-
ation and exchange depreciation (θi,1 6=
0, θi,21 6= 0, θi,22 6= 0, θi,3 6= 0).

The critical values of the test include
upper limit and lower limit. We employ
the critical value reported by Narayan
[28], which is more appropriate for small
sample size. If the statistic value from
result is larger than upper limit, H0 is
rejected and the co-integration relation-
ship exists.

Step 3, estimate the long-run im-
pact of AP, DE, and IP on TB, cal-
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culated by standardizing θi,1, θi,21, θi,22

and θi,3 with θi,1. The coefficient of AP
is expected to be negative because an
increase in exchange rate (an apprecia-
tion in domestic currency value) makes
trade balance worsen in the long run.
Meanwhile, the coefficient of DE is also
expected to be negative because of the
negativity inside DE decomposition.

Therefore, symmetric or asymmet-
ric impact of the exchange rate on the
trade balance can be explored by com-
paring ratios of coefficients of AP and
DE, namely θi,21/θi,1and θi,22/θi,1. If
θi,21/θi,1 = θi,22/θi,1, impact of the ex-
change rate on trade balance is symmet-
ric. Otherwise, this impact is asymmet-
ric as following scenarios: (i) θi,21/θi,1
is statistically significant but θi,22/θi,1is
not significant, and vice versa; (ii) both
θi,21/θi,1 and θi,22/θi,1are statistically
significant but θi,21/θi,1 6= θi,22/θi,1.The
Wald test in the form of F test is em-
ployed to test the null hypothesis of
asymmetric issue in the long run.
Step 4, short run impact of the exchange
rate on trade balance can be identified
through error correction model (ECM)
by Engle & Granger [19] (model 6):

∆TBi,t = ai + biT +

p1∑
j=1

ci,j∆TBi,t−j+

+

p21∑
j=0

d1i,j∆APi,t−j+

p22∑
j=0

d2i,j∆DEi,t−j+

+

p3∑
j=0

ei,j∆IPi,t−j + ρECi,t−1 + µi,t

where EC is error correction from long
run equation of TB, AP, DE and IP
in model (5). In this model, exchange

rate has short-run asymmetric impact
on trade balance when sum of coeffi-
cients of appreciation (AP) equals, but
in negative sign, sum of coefficients of
depreciation (DE),

∑
d1 j=-

∑
d2 j. Oth-

erwise, this impact is asymmetric. We
also use the Wald test for the null hy-
pothesis of asymmetric impact in the
short run.

J-curve effect can exist as partial or
total effect (Bahmani-Oskooee & Farid-
itavana [8], [9]). Partial J-curve effect
happens when only 1 condition is satis-
fied while total effect exists when both
below conditions are satisfied:
long-run impact of AP (θ21/θ1 <0)
is statistically negative and short-run
impact of AP is statistically positive
(
∑

d1j >0) or even not statistical, and
long-run impact of DE is statistically
negative (θ22/θ1<0) and short-run im-
pact of DE is statistically positive
(
∑

d2j >0) or even not statistical.

3.3 Classification of Country Charac-
teristics

To examine whether exist differ-
ent estimation results on this relation-
ship relevant to country characteris-
tics, studied countries are classified in
terms of development, exchange rate
regime, openness, and export diversifi-
cation. Development classification re-
lies on UNCTAD economic groups to
divide countries into developed and de-
veloping groups as there is no least de-
veloped country in our sample. Annual
Report on Exchange Arrangements and
Exchange of IMF are relied on to clas-
sify countries into floating and pegged
regimes. The floating government com-
prises floating and free-floating. While
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the pegged system includes the remain-
ing, including other managed arrange-
ments, pegged exchange rate within
horizontal bands, craw-like settlement,
crawling peg, stabilized arrangement,
conventional peg, currency board, and
no separate legal tender.

Regarding openness classification, a
ratio of total trade to GDP of the
World Bank is used to classify coun-
tries into high and low open countries.
The benchmark for classification is the
average trade-to-GDP ratio of all coun-
tries in the studied period. Top open-
ness countries have a trade-to-GDP rate
higher than average, and low open-
ness countries have a trade-to-GDP ra-
tio lower than average. In terms of ex-
port diversification, countries are clas-
sified into high and low diversified ex-
porters dependent on exporting diver-
sification index of IMF in 2009. The
average index of all countries in 2009
is used as a benchmark, as the index
has not been updated. High diversified
exporters have index lower than aver-
age, and low diversified exporters have
indexes higher than average. The ex-
pectation of how these country charac-
teristics make different relationships be-
tween exchange rate and trade balance
is theoretically and empirically are de-
ficient. Nevertheless some studies in-

dicated signals of differences. For ex-
ample, Situ [34] corroborated trade bal-
ance in developed countries much suffers
from exchange rate fluctuation than de-
veloping countries. In contrast, Romelli
et al. [31] documented the exchange rate
depreciation can improve trade balance
and current account more strongly in a
more open country.

Classifications of studied countries
in terms of development, exchange rate
regime, openness, and export diversifi-
cation are summarized in Table 1. Col-
umn (2) displays there are 25 developed
countries and 20 developing countries.
Column (3) and (4) indicate there are
21 developed and 14 developing coun-
tries having floating regimes: four de-
veloped and six developing countries
following the pegged system. In col-
umn (5) and (6), the calculated aver-
age trade-to-GDP ratio is 100, corre-
spondingly, high openness countries in-
clude ten developed and seven develop-
ing countries, while low openness coun-
tries include the rest 15 developed and
13 developing countries. Calculated av-
erage export diversification index in col-
umn (7) and (8) is 2.22, based on which
high diversified exporters include 14 de-
veloped and seven developing and low
diversified exporters include 11 devel-
oped and 13 developing countries.
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Table 1. Classification
of development, exchange rate regime, trade openness and export diversification

Source: Authors

4 ESTIMATION RESULTS

4.1 Long Run Estimation Results

As all variables are I(0) or I(1), they
are appropriate to analyzed following
the estimation and testing procedure of
the ADRL bound test. Table 2 shows
the results of the co-integration test and
long-run estimation of developed coun-
tries and developing countries in the
top and bottom panels, respectively. In
table 3, column (6) and (7) presents
ARDL specification; column (8) is F
statistics of co-integration test; column
(9), (10) and (11) are normalized long-
run coefficients of AP, DE, and IP re-
spectively. Although the F test results
are failed to reject the null hypothesis
in 38 countries, implying long-run rela-
tionship between TB and AP, DE, IP,
long-run coefficients of AP and/ or DE

are significant in 33 countries with vari-
ous signs and magnitudes which can be
categorized into three impact forms.

The first form involves significant
expected negative impacts of apprecia-
tion and depreciation on trade balance
including DK, EE, FA, JP, LT and CL,
CO, VN.

The second form involves apprecia-
tion causes a significant expected neg-
ative impact the trade balance. At
the same time, depreciation has (i) in-
significant effect on the trade balance,
including CA, TW, FI, DE, IE, US,
and MY, RU, SI or (ii) significant pos-
itive impact on trade balance which is
found in AT, KR, SG, ES. Primarily,
this result is found only in floating ex-
change rate countries, except for RU,
suggesting exchange rate movement to-
ward whatever directions could deteri-
orate trade balance because risk aver-
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sion exporters would reduce production
against exchange changes. Fang et al.
[20] analyzed the decremental influence
of depreciation on the trade balance is
due to the dominant impact of exchange
rate risk against improvement impact of
currency depreciation.

The third form involves depreciation
causes a significant expected negative
impact on the trade balance. How-
ever, appreciation has (i) insignificant
impact on trade balance found in CY,
SE, UK and BG, LV, PL, TR, or (ii)
significant positive impact on trade bal-
ance found in IT and ID, MX. Con-
trary to the inference under the sec-
ond form, this impact form intimates
exchange rate movement toward all di-
rections is not harmful to trade balance.
De Gauwe [14] explained the extent to
which risk-aversion producers are in-
fluenced by exchange depends on the
level of aversion. When exchange rate
changes, if low-risk-aversion producers
will decrease production due to lower
marginal profit, high-risk-aversion pro-
ducers will suppose the worst case and
increase production as the trade-off for
a decrease in expected revenue per one
unit. Broll, Jack & Wing-Keung [12]
also corroborated that the impact of ex-
change rate risk on trade depends on the
elasticity of risk aversion.

Results of diagnostic tests in Table
3 also confirming for the existence of
long-run relationships as all error cor-
rection terms in column (3), except for
FI, IT, SE, CN, and CO, are signifi-
cantly negative and vary from -1 to 0.
DW, LM, reset, cusum and cusumsq
tests in columns (5) to (9) also indi-
cate all estimation models, except for

FI, GR, BE, IT, PT, CO, MX are well-
behaved. Correspondingly, we will fo-
cus our analysis on countries with sig-
nificant negative error correction terms
and a well-behaved model.

Among the three forms of exchange
rate impact on the trade balance, the
second and third forms affirm asym-
metric characteristics of this relation-
ship. Regarding the first form, appre-
ciation and depreciation have opposite
effects at different sizes in all coun-
tries, also implying asymmetry. For
instance, appreciation and depreciation
harm Japan’s trade balance at 1.048
and 0.766, respectively; these figures in
the case of Chile are 2.045 and 1.386,
respectively.

There is no consistent evidence for
the superior impact of appreciation or
depreciation on trade balance. For in-
stance, under the first impact form, ap-
preciation shows stronger impact than
depreciation in DK, FR, KR, LT, SG,
VN and weaker impact than deprecia-
tion in AT, EE, JP, ES, CL, ID. As the
results of Demian & Di-Mauro [16] and
Arize et al. [2] are also opposite, this
result could support neither one. How-
ever, on average, impact of apprecia-
tion is stronger than that of deprecia-
tion across countries.

The high asymmetric impact in
three forms can explain for the exchange
rate and trade balance across countries.
First, long-run currency appreciation is
one of the determinants of persistent
trade balance deficit or cause to worsen
trade balance such as the US, UK. Sec-
ond, persistent trade balance surplus or
upward trade balances are partly driven
by currency depreciation. For example,
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HU, CY, PL have a downward exchange
rate, thanks to which trade surplus in
HU is maintained during the studied
period, the trade balance in CY and
PL are gradually improved, especially,
trade balance in PL has turned to sur-
plus since 2013. Third, depreciation is
not always an effective solution to im-
prove the trade balance in all cases be-
cause reduction can have either a posi-
tive or insignificant impact on the trade
balance, such as the cases of MT, NO,
CA, and IE. While currency depreciates
in the long run, the trade balance is per-
sistently deficit in MT and NO because
depreciation has a positive impact on
trade balance. CA and IE also have a
downward exchange rate and the trade
balance as exchange rates do not have a
significant effect in these countries.

Besides, most countries show the sig-
nificant negative impact of output on
the trade balance, implying an increase
in income can deteriorate trade bal-
ance due to higher demand for imports.
There are seven countries, including IE,
NO, BG, CL, CO, HU, and PH showing
the significant positive impact of output
on the trade balance, implying improve-
ment of trade balance due to higher in-
come.

4.2 Impact of Exchange Rate on
Trade Balance: Country Charac-
teristics

In table 3, column (3), (4) and (5)
respectively display characteristics of
exchange rate regime, openness, and ex-
port diversification following our classi-
fications. Between developing and de-
veloped countries, the impact of the ex-
change rate on trade balance on aver-

age is more potent in the former than
the latter, reflecting demand elasticity
is higher in developed countries than in
developing countries. However, the re-
sult of the more substantial impact of
the exchange rate on trade balance is
not consistent across individual devel-
oped countries; in other words, not all
developed countries show the more sig-
nificant effect of this relationship than
developing countries do.

In comparison between pegged and
floating countries, we could not find an
apparent different result. IMF (2004)
also argued the impact of the exchange
rate on trade flows does not depend on
either pegged or floating as the pegged
does not mean a lower overall exchange
rate fluctuation than the floating.

Similarly, we could not find a dif-
ferent result in the comparison be-
tween high and low openness countries,
which is contrary to Romelli et al. [31].
Nonetheless, countries showing the in-
significant impact of the exchange rate
(both appreciation and depreciation) on
trade balance are all low trade open-
ness, including LT, BR, HR, HU, IN,
PH, RO. The explanation for this re-
sult can rely on low elasticity demand
for imports and exports of low openness
countries.

In terms of export diversification,
there is a noticeable difference between
the high and the low. Under deprecia-
tion, countries showing the trade bal-
ance improvement are all in the top
group, including CY, DK, EE, FR, DE,
JP, LT, UK, BG, CL, ID, LV, PL,
TR, VN. In contrast

”
countries showing

trade balance deterioration are mostly
less diversified exporters, including KR,
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IR, LT, NL, NO, SG, ES. The reason is
when the exchange rate decreases, coun-
tries with diversified export gain more
from a large variety of products. In
contrast, countries with less diversified
export can only concentrate on some
products to get a limited increase in
quantity. Alemu & Jin-sang [1] also
documented an insignificant impact on
the trade balance of depreciation in a
full sample, including small and unsta-
ble economies, and significant improve-
ment of trade balance due to reduction
is an example of the intense competi-
tive manufacturing sector. IMF (2006)
also argued the value of exports depends
crucial on the nature of a country’s pre-
dominant export.

4.3 Short Run Estimation Results

Short-run estimation results are pre-
sented in Table 4, in which only the
short-run impacts of exchange rate are
displayed for simplicity. In table 5,
columns (3) to (14) show lagged has im-
plications of the exchange rate in order
0 to 11, respectively; column (15) are
total significant coefficients of lagged
the exchange rate. Like the long-run
impact, the short-run effect of the ex-
change rate on the trade balance is dif-
ferent in terms of the sign, magnitude,
and order among countries. Either ap-
preciation or depreciation influence the
trade balance in IE, NL, ES, US, BR,
BG and DK, DE, HR, VN, undeniably
affirming asymmetric relationship in the
short-run. Both appreciation and de-
preciation influence on trade balance in
19 countries, including AT, CA, CY,
CZ, EE, JP, KR, LT, MT, NO, SG, UK
and ID, LV, RO, RU, SI, TH, TR. How-

ever, the magnitudes of the total short-
run impacts of appreciation and depre-
ciation are unbalanced in all countries,
also indicating the asymmetric effect of
the exchange rate on trade balance.

Based on the long-run and short-
run impacts of the exchange rate on the
trade balance, perfect J- curve effect is
found in four countries, including DK,
FR, JP, CL, VN and partial J curve ef-
fect is found in 22 countries, including
AT, CA, CY, EE, DE, IE, KR, NL, SG,
ES, UK, US and MY, PL, RU, SI, TR.

5 CONCLUSIONS AND RECOM-
MENDATIONS

By using non-linear ADRL in the
form of bound testing approach, this
study separately investigates the im-
pacts of appreciation and depreciation
on aggregate the trade balance of 45
countries, which are classified in terms
of development, exchange rate regime,
trade openness and export diversifica-
tion to compare results based on char-
acteristics.

The study confirms exchange rate
does have an asymmetric impact on ag-
gregate trade balance across countries
in both the short and long-run. This
result is consistent with the asymmet-
ric impact of the exchange rate on the
disaggregate trade balance in previous
studies. However, the study argues ei-
ther appreciation or depreciation shows
consistent superior impact on the trade
balance in comparison with the other.
However, the effect of appreciation is
more reliable than that of reduction on
average, which is supportive to the anal-
ysis of Demian & Di-Mauro [16]. Be-



114 Pham & Le/The Asymmetric Impacts Of The World Oil Price ...

sides, the impact of exchange rate on
the trade balance also follows a J-curve
pattern, mostly in partial form. Only
five countries are displaying the perfect
J-curve effect.

Although results among country
groups of development, exchange rate
regime or openness are not obviously
different, developed countries show a
higher impact than developing countries
on the average and insignificant impacts
of exchange rate on trade balance are
found only in low openness countries.
Meanwhile, high and low export diver-
sification creates exciting differences in
the effect of depreciation. Currency
depreciation to improve trade balance
works in more top diversified exporters
but does not work in lower diversified
exporters.

Besides, the study also indicates
output has both positive and negative
impacts on trade balance across coun-
tries, in which most countries show the
former impact form.

The results derived in this study
have some obvious implications for pol-
icymakers. First, policymakers should
no longer have the same assessments on
the responses of trade balance under in-
fluences of appreciation and deprecia-
tion. Second, the ways exchange rate
impacts on trade balance are variable
across countries, exchange rate manage-
ment to trade balance should rely on
conditions of each country rather than
copy from others. Third, when depre-
ciation is under consideration as a solu-

tion for trade balance improvement, it
should be done based on thorough pru-
dential analysis. On the one hand, the
reduction does not always improve the
trade balance, especially in countries
with less diversification of export prod-
ucts. On the other hand, currency de-
preciation influences different currency
depreciation influences on other aspects
of the economy, for instance foreign
debt. Fourth, exchange rate fluctua-
tion should be reduced in countries that
show both appreciation and deprecia-
tion has a detrimental impact on the
trade balance.

Analysis in this studied may be crit-
icized due to some limitations. We ig-
nore foreign demand in the trade bal-
ance function of each country as world
output is not available at the monthly
frequency, and it is complicated to cal-
culate a weighted output of all for-
eign trade partners for each country.
How country characteristics derive dif-
ferences in the impact of exchange rate
on the trade balance is figured out by
comparison estimation results among
sample groups but not by estimation
themselves due to the natural limita-
tion of time series model and unavail-
able proxies for these characteristics at
high frequency. Also

”
the study uses a

simple benchmark for classifications of
country characteristics as there is no cri-
terion to classify countries into high and
low openness or high and low diversified
exporters.
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Appendix. Selected countries and name code
Developed countries Emerging and developing countries

No. Name Code No. Name Code
1 Austria AT 26 Brazil BR
2 Belgium BE 27 Bulgaria BG
3 Canada CA 28 Chile CL
4 Cyprus CY 29 China CN
5 Czech Republic CZ 30 Colombia CO
6 Denmark DK 31 Croatia HR
7 Estonia EE 32 Hungary HU
8 Finland FI 33 India IN
9 France FR 34 Indonesia ID
10 Germany DE 35 Latvia LV
11 Greece GR 36 Malaysia MY
12 Ireland IE 37 Mexico MX
13 Italy IT 38 Philippines PH
14 Japan JP 39 Poland PL
15 Korea KR 40 Romania RO
16 Lithuania LT 41 Russia RU
17 Malta MT 42 Slovenia SI
18 Netherlands NL 43 Thailand TH
19 Norway NO 44 Turkey TR
20 Portugal PT 45 Vietnam VN
21 Singapore SG 46
22 Spain ES 47
23 Sweden SE
24 United Kingdom UK
25 United States US
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