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1 INTRODUCTION

Recently, along with the increasing
of the number of joint stock compa-
nies, the stock market has become more
and more vibrant; and therefore, stock
investing has been a popular field of
study [5,6,16]. In general, there are two
major stock investing strategies consist-
ing of technical analysis and fundamen-
tal analysis [23]. Fundamental anal-
ysis is mainly used for long-term in-
vestment by checking a company’s fi-
nancial features, such as average eq-
uity, average asset, sales cost, revenues,
operating profit, and net income, etc.
[10, 19, 28]. Some of the recent funda-
mental analysis strategies include the
mean-variance model [15], the data en-
velopment analysis [6, 11, 30], and the
ordered weighted averaging operator [2,
10]. Long-term investment can create
a sustainable business, and therefore
it is encouraged for investors, but it
takes a long time for investors to gen-
erate profit. In addition to fundamen-
tal analysis, investors are also interested
in technical analysis to get short-term
profit [23]. Instead of analyzing the fi-
nancial statements, technical analysis
focuses more on historical price trend
and tries to consider some crucial signs
for predicting short-term stock trend.
There are many simple technical anal-
ysis methods, such as chart analysis
[7,20, 24], and complex methods such
as: time series, machine learning, neural
network, etc. [9,12,14,18,25,29]. In gen-
eral, although there are plenty of tech-
nical analysis algorithms, the main pur-
pose is to identify peaks and troughs so
that investors can “buy at the low and

sell at the high” [3,8,27].

In short-term investment, predicting
the stock trend is more important than
predicting the stock values. As shown
in Figure 1, the black line represents
the actual value of the stock, the red
line and blue line represent the predic-
tions of Method 1 and Method 2, re-
spectively. Method 1 results in an er-
ror of 2 and Method 2 results in an er-
ror of 2.5 compared to the actual value.
Based on the error value, investors may
follow Method 1, but this can lead to se-
rious mistakes. In fact, Method 1 gives
a lower error than Method 2 but it com-
pletely mispredicted the trend of the
stock. Using Method 1, the investors
might still hold on the stock at the
time point t and expect further up-
move. However, the stock market peak
occurred at the time point t and fell at
time point t+1, which leads to a loss.
For Method 2, although it results in
lower performance in terms of predict-
ing the stock value, it is capable of cap-
turing the stock price trend. Therefore,
the investors might sell the stock at the
peak when using Method 2. Thus, it
can be believed that accurately predict-
ing the stock trend is more important
than approximating the stock price and
can be well applied to the short-term
investment.

In order to accurately predict the
stock trend, we need to compute the
variations or the first order differences
of the stock values rather than the orig-
inal stock values. As shown in Figure
2, when the current stock price is 1,
the stock price in the next time points
can rise and fall, arbitrarily. In con-
trast, if we are interested in the fluc-
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Fig. 1. The prediction of the two methods

tuation of n days before the predicted
time, some interesting rules can be dis-
covered. For example, as shown in Fig-
ure 2, if the stock price fell in the two
previous days (the first order difference
< 0), the stock price will rise in the cur-
rent day; also, if the stock price rose the
two previous days, the stock price will
fall in the current day. The mentioned
rules are also consistent with which we
believe that when the stock price has
fallen/risen for a few days, it will find
the support/resistance and reverse. In
fact, the found rules will be more com-
plex and also contains uncertainty.
According to the above discussion,
this paper introduces a method to pre-
dict the short-term stock trend based on
the first order difference of stock price.
Specifically, the independent variables
are the first order differences of stock
prices of n days before the predicted
time and the binary dependent vari-
able represents the rise/fall of the stock.
For this purpose, the time series col-
lected in the past would be transformed
into a data frame and then would be
trained by a supervised learning model.
In this paper, through a literature sur-
vey, we use the Bayesian classifier be-

cause it not only can classify the data
but also provides the predictive prob-
ability of classification, which helps us
can evaluate the reliability of the pre-
dicted result [1,4,17,22,26].

The rest of this paper is presented as
follow: Section 2 presents the Bayesian
classifier. Section 3 presents the pro-
posed method. The experiments are
presented in Section 4. Finally is the
conclusion.

2 BAYESIAN CLASSIFIER

We consider k classes wy, ws . .., wg,
with the prior probability ¢;,i =
L,EX = {X,X5...,X,} is the n-
dimensional continuous data with x =
{z1,25...,2,} is a specific sample. Let
w; be the i — th class, according to [17,
21):

IF P(w;|x) > P(w;|z) for 1 < j <
k,j # i, THEN x belongs to the class

In the continuous case, P(w;|z)
could be calculated by:

Plw)f(lw) _ qfix)
> Plwi)(afw) /(@)

P(w;|z) =
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Because f(x) is the same for all
classes, the classification’s rule is:

IF ;fi(z) > ¢;f;(x).¥j # i, THEN
x belongs to the class w;. (2)

In (2), g;, and f;(x) is the prior prob-
ability and the probability density func-
tion of class ¢, respectively.

In the case of two classes like the
stock trend prediction, we the following
decision rule:

IF P(wq|z) > 0.5 THEN 2 belongs
to the class w;, ELSE x belongs to the
class ws (3)

3 THE PROPOSED FRAME-
WORK

Normally, we can collect day-by-day
stock prices represented by a time series.
Let x(t) is the time series data repre-
senting stock prices by the time point
t, in order to use the Bayesian classifier
effectively, pre-processing of the data is
very much essential. For predicting the
stock trend, we need more information
about independent and dependent vari-
ables. In that case, the independent
variables are the first order differences
of stock prices of n days before the pre-
dicted time where the first order differ-
ence v(t) at the time point ¢ is calcu-
lated by v(t) := z(t) — z(t — 1), and

the dependent variable is binary, that
is, Y(t) = 1 when the stock prices rise
and vice versa. The data representation
is carried out using Algorithm 1, which
transforms a time series into a tabular
representation form so that the data is
suitable for supervised learning.

Algorithm 1: Given historical data
X(t),t =1: N, with x(¢) is the specific
value of X (t) at time ¢, N is the length
of the original time series, Algorithm 1
transforms the time series data to tabu-
lar data, which is generally suitable for
supervised learning.

INPUT: X(t)

FOR t=2:N

Compute the variation or the first
order difference: v(t) := z(t) — x(t — 1)

ENDFOR

FORt=3:N

IF v(t+1) >0

Y(t):=1

ELSE

Y():=0

ENDFOR

TrainingData

=[v(t),v(t—1),...,Y(t)],

t=3:N—-1

OUTPUT: Training Data.

After processing the data, we use
the tabular data to build the Bayesian
classifier to predict the stock trend. This
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process is summarized in Algorithm 2.
Algorithm 2: Given training data, this
algorithm computes the probability of
rise/fall of the stock price at time t + 1;
thereby classifying the stock into one of
the two classes.

INPUT: Training data.

Build the Bayesian classifier.

Compute P(1|X) with X is the set
of variation before the predicted time
point.

IF :P(1|X) > A.

The stock price will rise at time t+1.

ELSE

The stock price will fall at time t+1.

ENDIF

OUTPUT: Class of stock?s rise
and fall.

4 NUMERICAL EXAMPLES
4.1 Evaluating the Performance

In this section, a number of exam-
ples are presented to evaluate the per-
formance of the proposed framework in
predicting the stock trend. The two
stocks consisting of NSC (Vietnam Na-
tional Seed Joint Stock Company) and
LPB (Lien Viet Post Joint Stock Com-
mercial Bank) are collected from May 2,
2018 to August 10, 2018. For the test
set, we use the stock prices from July 30,
2018 to August 10, 2018. We first have
to apply the Algorithm 1 to the training
data and build the Bayesian model on
the output tabular data. Then, we eval-
uate the performance of the Bayesian
model according to the accuracy on the
test set. In this case, the test set plays
a role as the actual data because it had
not been included when building Bayes

classifier until it was predicted. In ad-
dition, because the proposed method is
applied to predicting in the short-term
time, the long-term data may not be
suitable in reality. Therefore, when pre-
dicting the stock trend at time t, only
the variations from time point t-1 to
time point t-60 are used to build the
training set. In other words, the train-
ing set is dynamic by the time. Also it
can be noticed that the model can work
with arbitrary training sample size, e.g.
50. The problem of training sample size
as well as the problem of variable se-
lection (how many days before the pre-
dicted time should be used) can be fur-
ther investigated, however, it is out of
the scope of the paper, which focuses on
introducing a new technical approach.
Therefore, as a case study, we use a
training sample size of 60 and two in-
dependent variables in this paper. In
these examples, the variations of two
days before the predicted time points
are used as the independent variables,
and the binary dependent variable rep-
resents the rise or fall of stock with a
probability threshold A of 0.5. Figure 3
shows the candlestick chart of the LPB
stock, where the candle’s high and the
candle’s low represent the highest and
lowest prices; the bottom and top of
the candle’s body represent either the
open or close prices; a green candlestick
means that the close price is higher than
the open price and vice versa for a red
candle stick.

For the purpose of data understand-
ing, we need to perform the distribution
of data in two classes by scatter plot and
compute their probability density func-
tions, as shown in Figure 4 and Figure 5.
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Fig. 3. The candlestick chart of the LPB stock code
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Fig. 4. The scatter plot of data in two classes

Table 1. The classification performance (%) in the case of LPB stock

True: 0 | True: 1
Predicted as: 0 77.78 22.22
Predicted as: 1 0.00 0.00
The total accuracy 77.78

Using the test set for validation,
we obtain the classification result. As
shown in Table 1, in the case of stock
falling, the proposed framework is com-
pletely exact. In contrast, in the case

of stock rising, the classification result
is not correct. The total accuracy of
this experimental is 77.78%. Similar to
the LPB stock, the classification per-
formance in case of NSC stock is pre-
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sented in Table 2. According to Table
2, in the case of stock falling, the pro-
posed framework accuracy is 75%, and
in case of rising stock prices, the pro-
posed framework accuracy is 100%. The
total accuracy of this experimental is
88.89%.

For more detail analysis, it can be
observed in Table 1 that the Bayesian
algorithm has a high total accuracy,
however, the model has no skill at all.
In particular, if we said “the stock will
fall” every time we predict, we would
be right just as often as the sophisti-
cated Bayesian algorithm. For the sec-
ond stock, if we said “the stock will fall”
every time we predict, we would be right
only 44.44%, which is lower than that
of Bayesian algorithm. Therefore, the
proposed algorithm has significant skill
here. These are natural comparisons be-
cause they emphasize the advantage of
Bayesian algorithm compared to what
we do in the absence of the algorithm.

For more investigation, we perform an-
other experiment on 30 other stocks.
Similar to the above experiment, 30
stocks of Vietnam Stock Market are ran-
domly collected from May 2, 2018 to
August 10, 2018 and the stock prices
from July 30, 2018 to August 10, 2018
are used as the test set. The total ac-
curacy of the proposed technique com-
pared to three other no-skill algorithms
consisting of NS1-“the stock will fall” ev-
ery time we predict, NS2-“the stock will
rise” every time we predict, and NS3-a
random classification. The comparative
result is shown in Table 3.

As shown in Table 3, the proposed
technique outperforms NS2 and NS3
and is slightly better than NS1 due
to the fact that most stocks in Viet-
nam stock market have dropped in the
test period. This result demonstrates
the advantage of the proposed technique
compared to what we do in the absence
of the algorithm.
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Table 2. The classification performance (%) in the case of NSC stock

True: 0 | True: 1
Predicted as: 0 33.33 00.00
Predicted as: 1 11.11 55.56
The total accuracy 88.89

Table 3. The classification performance (%) on 30 stocks

The proposed method

NS1 | NS2 | NS3

62.96

Total accuracy

58.14 | 41.85 | 50.74

4.2 Probability Threshold
Adjustment

In the above experiments, the clas-
sification result is calculated with the
probability threshold of 0.5, that is, if
P(1|X) > 0.5 the stock trend is clas-
sified to the class “1”. In this section,
we will discuss a method to adjust the
probability threshold so that it can be
more suitable for stock investment prob-
lem using Receiver Operating Charac-
teristic (ROC) curve. In short-term in-
vestment problem, the investors have to
make buy and sell orders based on a ba-
sic principle? buy at the low and sell
at the high? to obtain the highest ex-
pected return. We specifically consider
the following two scenarios.

Scenario 1: Finding an entry point
of investment

Normally, the investors decide to
buy the stock after the stock has gone
through a period of falling price and
can reverse in the future. Specifically,
if we believe that the stock price, which
closed at time point ¢, will rise at the
time point ¢+ 1, then ¢ is determined as
a suitable entry point of investment. In
contrast, ¢ is not suitable time to buy
the stock. There are two types of errors

that can occur.

Type 1 error: The predicted trend is
“rise”, but the actual trend is “fall”, as
shown in Figure 6. This type of error
causes serious loss when the investors
buy the stock when it is falling contin-
uously.

The Type 2 error: The predicted
trend is “fall”, but the actual trend is
“rise”; as shown in Figure 7. This type
of error yields loss of investment op-
portunities, but cannot cause serious
loss. Compared to the Type 2 error,
the Type 1 error causes a significant risk
and needs to be properly controlled.

Scenario 2: Finding an exit point of
investment

Normally, the investors decide to
sell the stock after the stock has gone
through a period of rising price and can
reverse in the future. Specifically, if
we believe that the stock price, which
closed at time point t, will fall at the
time point t + 1, then ¢ is the suitable
exit point of investment. In contrast, ¢
is the not suitable time to sell the stock.
There are two types of errors that can
occur.

Type 1 error: The predicted trend is
“rise”, but the actual trend is “fall”, as
shown in Figure 8. This type of error
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causes serious loss when the investors
still hold the stock when it has fallen.

The type 2 error: The predicted
trend is “fall”, but the actual trend is
“rise”, as shown in Figure 9. This type of
error makes the investors sell the stock
when the stock is still rising, and re-
ceive an early profit. Similar to Sce-
nario 1, compared to the Type 2 error,
the Type 1 error causes a significant risk
and needs to be properly controlled.

In summary, in the above two sce-
narios, the Type 1 error which can mea-

sure by the false positive rate can cause
significant risk and needs to be prop-
erly controlled. Therefore, our purpose
is to reduce the false positive rate but
still keep the true positive rate at a
permissive value. This purpose can be
easily solved by finding out a suitable
probability threshold based on the ROC
curve. Figure 10 and Table 4 illustrate
a ROC curve, the probability thresh-
olds, and the corresponding false posi-
tive rates and true positive rates.

It can be seen from Table 4 that the
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Table 4. Some probability thresholds, and the corresponding false positive rates and
true positive rates

Probability Threshold | TPR | FPR
0.8011 0.5000 | 0.1429
0.7571 1.0000 | 0.4286
0.5000 1.0000 | 1.0000

default probability threshold of 0.5 used the probability threshold of 0.8 results
in the previous experiments results in a in a true positive rate of 0.5, which is
true positive rate of 1; however, it also temporarily accepted, and results in a
results in a false positive rate of 1, which  false positive rate of 0.14, which mini-
is too high, and might cause significant mize the risk, can be recommended.
risk, as mentioned earlier. In that case,
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5 CONCLUSION

This paper proposes a new frame-
work for stock prediction. In particu-
lar, time series data are transformed to
tabular data and then predicted using
Bayesian classifier. By testing different
stocks in Vietnam, the numerical exam-
ples indicate that the proposed frame-
work results in reasonable performance
and can be considered as a potential
method for short-term stock trend pre-
diction. In addition, to reduce the risk
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