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This study explores the problem of maximizing the sum rate 

in uplink multi-user Multiple-Input Multiple-Output (MIMO) using 

Rate-Splitting Multiple Access (RSMA) systems. The investigation 

revolves around the scenario where the Users (UEs) are single-

antenna nodes transmitting data to a multi-antenna Base Station (BS) 

through the RSMA technique. The optimization process 

encompasses determining parameters such as UEs’ transmit powers, 

decoding order, and detection vector at the BS. An approach based 

on Deep Reinforcement Learning (DRL) is introduced to address 

this challenge. This DRL framework involves an action-refined 

stage and applies a Deep Deterministic Policy Gradient (DDPG)-

based strategy. Simulation outcomes effectively demonstrate the 

convergence of the proposed DRL framework, where it converges 

after approximately 1,800 episodes. Also, the results prove the 

superior performance of the proposed method when compared to 

established benchmark strategies, where it is up to 45% and 86% 

higher than the local search and random schemes, respectively. 

1. Introduction  

The imminent scenarios in next-generation communications, including augmented reality, 

connected vehicles, and diverse Internet of Things (IoT) applications, demand elevated throughput 

capacities while adhering to stricter latency limitations than the current networks. To cater to these 

evolving requirements, the concept of Rate-Splitting Multiple Access (RSMA), blending the 

principles of non-orthogonal multiple access and space-division multiple access, has appeared as 

a dynamic and all-encompassing strategy for shaping the realm of multiple access control in 

upcoming wireless networks (Mao et al., 2022). Besides, multi-antenna systems play a crucial role 

in enhancing the performance of wireless communication. Notably, adopting Multiple-Input 

Multiple-Output (MIMO) technology, which uses multiple receiver antennas to boost data 

throughput significantly, holds a prominent position in wireless communication (Zheng, Wong, & 

Ng, 2009). This convergence of multi-antenna systems with diverse multiple access techniques 

creates fertile terrain for intriguing research avenues. 

Numerous contemporary investigations have delved into the downlink transmission of 

RSMA coupled with MIMO systems. Park Choi, Lee, Shin, and Poor presented a spectral 

efficiency problem in an RSMA downlink MIMO system (Park, Choi, Lee, Shin, & Poor, 2023), 

where they considered optimizing the precoding matrix at the transmitter. Authors in de Sena et 

al. (2022) investigated a downlink MIMO network with a dual-polarized RSMA technique, where 

they modeled the polarization interference effects to overcome Successive Interference 

Cancellation (SIC) practical issues. Although research in RSMA MIMO systems has been 

discussed a lot recently, the consideration of RSMA in uplink MIMO systems remains attractive 
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in many aspects. Therefore, this study investigates an uplink MIMO system with the RSMA 

technique, which examines a spectral efficiency problem. Besides, machine learning has become 

a powerful tool to solve the issues of modern life (Nguyen, Park, & Park, 2023; Nguyen, Vo, & 

Nguyen, 2023; Tran, Bao, Nguyen, & Park, 2022). Significantly, the applications of reinforcement 

learning to solve communication problems are being extensively studied (Nguyen, Park, Seol, So, 

& Park, 2023). To keep up with that tendency, this work proposes a Deep Reinforcement Learning 

(DRL) framework to solve the problem in this study. In a nutshell, the main contributions of this 

paper are summarized as follows: 

- The system investigates an RSMA MIMO system for uplink communication. This system 

enables multiple single-antenna Users (UEs) to share communication resources simultaneously, 

connecting to a multiple-antenna Base Station (BS) by applying the RSMA technique. Here, a 

spectral efficiency problem is formulated that maximizes the system sum rate by considering the 

detection vector, decoding orders, and the user’s transmit powers as optimization variables. 

- To solve the problem, a DRL framework that applies the Deep Deterministic Policy 

Gradient (DDPG) algorithm is proposed in the solution part. The simulation results show the 

convergence of the training process. Also, it assesses the proposed framework’s performance in 

different environmental scenarios. 

2. Problem statement 

2.1. System model 

The considered system includes an M-antenna BS that serves N single-antenna UEs, where 

the uplink transmission from UEs to BS is conducted using the RSMA technique. Here, UE n splits 

its signal into two sub-signals and transmits it to the BS (Yang, Chen, Saad, Xu, & Shikh-Bahaei, 

2022). Accordingly, the transmit signal at UE n is represented as (Nguyen & Park, 2023):   

                                             𝑠𝑛 = 𝑠𝑛,1√𝑝𝑛,1 + 𝑠𝑛,2√𝑝𝑛,2,                      (1) 

Where 𝑝𝑛,𝑖 ≥ 0, 𝑖 ∈ {1,2}, denotes the transmit power of sub-signal 𝑠𝑛,𝑖. At the BS, the 

composite signals, 𝒚 ∈ ℂ𝑀×1, is represented as: 

                𝒚 = ∑ 𝒉𝒏𝑠𝑛
𝑁
𝑛=1 + 𝒏,                      (2) 

Where 𝒏 ∈ ℂ𝑀×1 denotes the noise vector, and 𝒉𝒏 ∈ ℂ𝑀×1 is the channel gain vector 

between UE 𝑛 and the BS. The BS applies a unit norm vector 𝒘 ∈ ℂ𝑀×1 as the detection vector to 

detect the received signals (Ma, Ren, Quan, & Feng, 2022). Consequently, the sub-signal 𝑠𝑛,𝑖 

received at the BS is expressed as: 

                                     �̂�𝑛,𝑖 = 𝒘𝑯𝒚.             (3) 

In uplink RSMA, the sub-signals received at the receiver are decoded by applying the SIC 

technique following a decoding order. Considering the decoding process follows ascending order, 

the achievable rate of sub-signal 𝑠𝑛,𝑖 is calculated as: 

                   𝑟𝑛,𝑖 = 𝐶 𝑙𝑜𝑔2(1 +
𝑝𝑛,𝑖|𝒘𝑯𝒉𝒏|

2

∑ 𝑝𝑛′,𝑖′|𝒘𝑯𝒉𝒏′|
2

+𝜎2
𝜋

𝑛′𝑖′>𝜋𝑛,𝑖

),                      (4) 

Where 𝜎2 denotes the noise power,  𝐶 is the communication bandwidth, and 𝜋𝑛,𝑖 is the 

decoding order of 𝑠𝑛,𝑖. 
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2.2. Problem formulation 

This study investigates the sum rate maximization problem, which optimizes the transmit 

power of UEs, the detection vector, and the decoding order at the BS. Then, the optimization is 

formulated as follows: 

 (𝒫1)       max
{𝑝𝑛,𝑖, 𝜋𝑛,𝑖|𝑖 ∈ {1,2}, 𝑛 ∈ {1, 2, . . 𝑁}}

𝒘

           ∑ 𝑟𝑛,1 + 𝑟𝑛,2
𝑁
𝑛=1                    (5a) 

     s.t.         𝑝𝑛,1 + 𝑝𝑛,2 ≤ 𝑃𝑛;  𝑝𝑛,1 ≥ 0, 𝑝𝑛,2 ≥ 0, 𝑛 ∈ {1,2, … , 𝑁},                   (5b) 

                                              ||𝒘||
2

= 1,           (5c) 

Where constraint (5b) ensures the feasible range of transmit power, which cannot exceed 

the maximum power 𝑃𝑛 of each UE; and (5c) is the unit norm constraint of the detection matrix. 

To solve this problem with the combination of continuous variables and the decoding order, we 

convert it into a reinforcement learning-based problem and apply a DRL algorithm to train the 

agent to decide the variables. 

3. Proposed solution 

3.1. Reinforcement learning-based problem 

The problem (𝒫1) is presented as an RL-based problem (Sutton & Barto, 2018) with the 

agent implemented at the BS, and the environment is the entire system, where the state, action, 

and reward at time step 𝑡 are defined as: 

State space: The state space at time slot 𝑡 contains the channel gains between UEs and the 

BS, which is given as: 

                                    𝑠[𝑡] =  {𝒉𝒏[𝑡]| 𝑛 ∈ {1,2, … , 𝑁}}.                       (6) 

Action space: The action space contains the variables the agent has to optimize, which is 

given as: 

                            𝑎[𝑡] =  {𝒘, 𝑝𝑛,𝑖, 𝜋𝑛,𝑖|𝑖 ∈ {1,2}, 𝑛 ∈ {1, 2, . . 𝑁}}.                                (7) 

Reward function: Because as the sum rate maximization problem, the reward function is 

defined at the sum rate of UEs at each time slot, which is calculated as: 

                                              𝑟[𝑡] =  ∑ 𝑟𝑛,1 + 𝑟𝑛,2
𝑁
𝑛=1 .                      (8) 

Accordingly, a DRL algorithm named DDPG is applied to train the agent to decide the 

appropriate action at each time slot by observing the environment’s state. 

3.2. DDPG algorithm 

DDPG is an actor-critic algorithm that includes actor and critic networks (Lillicrap et al., 

2015). The actor is a policy network that directly maps states to continuous actions. Its goal is to 

learn a policy that maximizes the expected cumulative reward. The critic is a value network that 

estimates the expected cumulative reward (Q-value) of being in a certain state and taking a certain 

action. It provides the actor with a feedback signal to guide its learning. To stabilize training, 

DDPG uses target networks for both the actor and the critic. These target networks are periodically 

updated by soft copying the weights from the primary networks. This mitigates the problem of 

rapidly changing Q-values during learning. The primary actor-network (𝜗(𝑠|𝜖𝜗), 𝜖𝜗 is the network 

parameter) is trained by a gradient function, expressed as: 

                         ∇ϵϑ𝐽 =
1

𝐷
∑ ∇𝜗(𝑠𝑑)𝑄(𝑠𝑑 , 𝜗(𝑠𝑑|𝜖𝜗)|𝜖𝑄)𝐷

𝑑=1 ∇ϵϑ𝜗(𝑠𝑑|𝜖𝜗),                     (9) 
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Where 𝐷 is the training sample batch size, 𝑄(𝑠, 𝑎|𝜖𝑄) is the primary critic network with 

parameter 𝜖𝑄, 𝑠𝑑 is the state of 𝑑-th sample. The primary critic network is trained by applying a 

gradient to a loss function, expressed as: 

                                                    𝐿 =
1

𝐷
∑ (𝑄(𝑠𝑑, 𝑎𝑑|𝜖𝑄) − 𝑦𝑑)2𝐷

𝑑=1 ,                   (10) 

Where 𝑦𝑑 is the target value, which is calculated as: 

                                               𝑦𝑑 = 𝑟𝑑 + 𝜆𝑄𝑡(𝑠′
𝑑, 𝜗𝑡(𝑠′

𝑑|𝜖𝜗𝑡
)|𝜖𝑄𝑡

),                            (11) 

Where 𝑟𝑑 is the reward of the 𝑑-th sample, 𝜆 is the discount factor, 𝑄𝑡(𝑠, 𝑎|𝜖𝑄𝑡
) and 

𝜗𝑡(𝑠|𝜖𝜗𝑡
) are the target critic and actor networks, with the corresponding parameters 𝜖𝑄𝑡

 and 𝜖𝜗𝑡
, 

respectively, and 𝑠𝑑
′  is the next stage of 𝑑-th sample.  

Accordingly, the target networks are updated following a soft-update as: 

𝜖𝜗𝑡
← 𝛿𝜖𝜗 + (1 − 𝛿)𝜖𝜗𝑡

, 

                               𝜖𝑄𝑡
← 𝛿𝜖𝑄 + (1 − 𝛿)𝜖𝑄𝑡

,                                         (12) 

Where 𝛿 is the update coefficient. In training process, the decided action is added with 

noise to explore the training sample. Therefore, the action decided by DDPG is expressed as: 

                                                           𝑎[𝑡] =  𝜗(𝑠[𝑡]|𝜖𝜗) + 𝒩[𝑡],         (13) 

 Where 𝒩[𝑡] is the noise that follows the Ornstein-Uhlenbeck process (Uhlenbeck & 

Ornstein, 1930). 

3.3. Deep reinforcement learning framework 

With the DDPG algorithm, the agent can decide the appropriate action at each observation 

state. However, the decided action may violate the constraints (5b) and (5c). To guarantee the 

constraints, we propose a two-step action-refined stage. The first step is normalizing the action 

into a specific range of [0,1]. The second step is defining new power variables 𝑝𝑛,𝑖
′ , 𝑖 ∈ {1,2}, 𝑛 ∈

{1, 2, . . 𝑁}. To satisfy constraint (5b), the new power variables can be calculated as: 

𝑝𝑛,1
′ = 𝑝𝑛,1𝑃𝑛, 

                                              𝑝𝑛,2
′ = 𝑝𝑛,2(1 − 𝑝𝑛,1

′ )𝑃𝑛.                                          (14) 

Besides, the 2-norm of the detection vector 𝒘 is calculated as: 

                                                        ||𝒘||
2

=  √∑ |𝑤𝑚|2𝑀
𝑚=1 ,                                     (15) 

Where 𝑤𝑚 is the 𝑚-th element of 𝒘. Therefore, to satisfy the constraint (5c), a new 

detection vector 𝒘′ ∈ ℂ𝑀×1 is proposed, where its 𝑚-th element is calculated as: 

                                                           𝑤𝑚
′ =

𝑤𝑚

√∑ |𝑤𝑚|2𝑀
𝑚=1

.                                             (16) 

As a result, all constraints are satisfied. Consequently, the proposed framework is 

illustrated in Figure 1. As each time slot 𝑡, the agent receives the state 𝑠[𝑡] from the environment 

and decides action 𝑎[𝑡] using the primary actor-network. The action values are then normalized 

into a range of [0,1]. Accordingly, the action refined stage is applied, where new power variables 

𝑝𝑛,1
′ [𝑡], 𝑝𝑛,2

′ [𝑡] and detection vector 𝒘′ are calculated as equations (14) and (16), respectively. 

Then, new actions, including 𝜋𝑛,𝑖[𝑡], 𝑝𝑛,𝑖′[𝑡], and 𝒘′[𝑡], are used to interact with the environment. 
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At each step, a sample combined from 𝑠[𝑡], 𝑎[𝑡], 𝑟[𝑡], and 𝑠′[𝑡] is stored in a replay buffer for 

training the agent, where 𝑠′[𝑡] is the next state. In training, the agent randomizes a 𝐷-size batch of 

samples from the replay buffer and applies the DDPG algorithm described in sub-section 3.1 to 

update the networks’ parameters at each step. 

 

Figure 1. Proposed framework 

4. Result 

In this section, an environment established by a BS and 10 UEs is simulated to evaluate 

the framework’s performance. The channel gain vectors randomly follow the Gaussian distribution 

with a mean of zero and a variance of one. The training convergence of the proposed framework 

is assessed by training the agent with three learning rate values, where the learning rates of the 

actor network (ar) and critic network (cr) are selected in (ar, cr) = {(1𝑒−4, 1𝑒−3), (1𝑒−3, 1𝑒−3), 

(5𝑒−3, 5𝑒−3)}. As illustrated in Figure 2, the algorithm gives the best convergence in case (ar, cr) 

= (1𝑒−3, 1𝑒−3), where it converges after approximately 1,800 episodes, and the reward hits the 

value of 1.4𝑒5, while case (1𝑒−4, 1𝑒−3) converges after about 2,800 episodes, and the remaining 

case gets into the local optimal at the value about 1.28𝑒5.  

Then, the simulation assesses the system sum rate in different transmit powers and different 

numbers of BS antennas. As shown in Figure 3, the sum rate increases with the rise of transmit 

power, which grows about 45% and 65.8% when the transmit power increases from 2dBm to 

10dBm in cases M = 4 and M = 8, respectively. Furthermore, more antennas enhance the result, 

where case M = 8 outperforms case M = 4 in all scenarios. 

 

Figure 2. Training convergence 
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Figure 3. Performance in different transmit power 

Besides, we evaluate the proposed algorithm by comparing it with local search and random 

schemes in different communication bandwidths. The local-search approach discretes the action 

values into discrete values and applies a low-complexity search (Ma et al., 2020) to find the best 

result at each time slot. The actions are randomly selected from the appropriate range in the random 

scheme. As illustrated in Figure 4, the proposed algorithm is superior to the remaining schemes, 

up to 45% and 86% higher than the local search and random schemes, respectively. In addition, 

high communication bandwidth gives more efficiency in communication, where the sum rate 

increases with the gain of communication bandwidth. 

 

Figure 4. Performance in different communication bandwidth 

5. Conclusions 

In this work, we considered an uplink multi-user MIMO system with the aid of the RSMA 

technique. Here, an optimization problem was established to maximize the sum rate of all UES by 

considering UEs’ transmit powers, decoding order, and detection vector at the BS as variables. To 

solve the problem, we proposed a DRL framework that employs the DDPG algorithm to train the 

agent. The simulation results indicated the convergence of the training results with different 

learning rates. The results also assessed the performance in different scenarios and demonstrated 

its outperformance compared with some benchmark schemes. 
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The proposed framework opens many research aspects, such as: 

• Considering a complex environment where the channel gains are imperfect knowledge. 

• Applying the proposed scheme to mobile edge computing systems. 

• Investigating massive MIMO with RSMA. 
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